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Abstract— Cryptography is a method that has been developed 
to ensure the secrecy of messages and transfer data securely. 
The Advanced Encryption Standard (AES) is the newly 
accepted symmetric cryptography standard for transferring 
block of data securely. However, the natural and malicious 
injected faults reduce its reliability and may cause confidential 
information leakage. The objective of this paper is to find 
optimized fault detection schemes for reaching reasonable fault 
coverage in the high performance AES implementations. In 
order to provide low cost complexity signature, two sets of error 
indication flag is used. Thisstructure can be applied to both 
look-up tables and logic gate for the implementation of S-box 
and inverse S-box and their parity predictions. Defects in the 
logic gates causedeither by the natural faults or malicious 
injected faults that are detected independent of the method the 
S-box is implemented Moreover, the overhead costs, including 
space complexity and time delay of the proposed schemes are 
analyzed. Finally, our simulation results show the error 
coverage of greater than 99 percent for the proposed schemes. 
Index Terms— Advanced Encryption Standard, S-Box, inverse 
S-box, composite field, fault detection. 

I. INTRODUCTION 
1.1 SYMMETRIC KEY CRYPTOGRAPHY 
Cryptography is a method that has been developed to ensure 
the secrecy of messages and transfer data securely. In digital 
communications the data is sent through the wires or air and 
thus it is not protected from eavesdropping. Therefore, 
confidentiality of the transferring data is of extreme 
importance. Encryption is a process which transforms the 
data that is aimed to be sent to an encrypted data using a key. 
The encryption process is not confidential but the key is only 
known to the sender and receiver of data. The receiver 
transforms the received data using the decryption process to 
obtain the original data. 
Symmetric key cryptography is a form of cryptosystem in 
which encryption and decryption are performed using the 
same key. It has been utilized for secure communications for 
long period of time.Symmetric key cryptography comprises 
two different methods for encryption and decryption. It can 
either use stream cipher or block cipher method of 
encryption/decryption.  
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1.2 EVOLUTION OF ADVANCED ENCRYPTION STANDARD 
The National Institute of Standards and Technology initiated 
a process to select a symmetric key encryption/ decryption 
algorithm in 1997. Finally, Rijndael algorithm was accepted 
among other finalists as the Advanced Encryption Standard 
(AES) in 2001.  
It is noted that before the acceptance of Rijndael algorithm, 
DES and its improved variant 3DES were used as symmetric 
key standards. DES has 16 rounds and encrypts and decrypts 
data using a 64-bit key. 3DES has hardware implementation 
that doesn’t produce efficient software code and three times 
as many rounds as DES so correspondingly slower. Both 
DES and 3DES use a 64-bit block size. To satisfy both 
efficiency and security, a larger block size is desirable.  
AES-128 has 10 rounds where data is encrypted and 
decrypted in 128-bit blocks using a 128-bit key. It is a very 
good performer in both hardware and software across a wide 
range of computing environments. 

 
1.3 MOTIVATION 
The objective in using AES is to transfer the data so that only 
the desired receiver with a specific key would be able to 
retrieve the original data. However, the natural and malicious 
injected faults reduce its reliability and may cause 
confidential information leakage. Thiscan be either due to: 
� Natural faults caused by defects in gates or, 
� Malicious injected faults to retrieve the key and break the 
system. 

As a result, finding a suitable fault detection scheme has 
always been an issue in the AES. FPGAs are most flexible 
implementation to produces high performance withlow cost. 
FPGA provides more physical security with parallelism. 

1.4 OBJECTIVES 
The objective of this paper is to find concurrent structure 
independent fault detection schemes for reaching reasonable 
fault coverage. It makes a robust implementation of AES 
against these above attacks and provides highest efficiencies, 
showing reasonable area and time complexity overheads.  

II. ADVANCED ENCRYPTION STANDARD 
2.1 AES ALGORITHM 
AES is an iterated block cipher with a fixed block size of 128 
and a variable key length. It hasvariable number of rounds, 
which is fixed according to key length. AES performs four 
transformations in each round in order to provide high level 
of security. 
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2.2 TRANSFORMATIONS 
AES performs four transformations in each round in order to 
provide high level of security. This involves the properties of 
confusion and diffusion to provide frustrating statistical 
cryptanalysis. The transformations in each round of 
encryption except for the last round are as follows: 
I. SubBytes: It isa non-linear substitution step where each 

byte is replaced with another according to a lookup table. 
The look table is known as S-Box which is generated by 
applying affine transform to multiplicative inverse of 
input. 

 
 

Figure.1 
 

II. ShiftRow: It is a transposition step where each row of the 
state is shifted cyclically a certain number of steps to the 
left.For AES, the first row is left unchanged. Each byte of 
the second row is shifted one to the left. Similarly, the 
third and fourth rows are shifted by offsets of two and 
three respectively. Similarly for decryption rows are 
shifted right. 

 
Figure.1.1

III. MixColumn: It is a mixing operation which operates on 
the columns of the state, combining the four bytes in each 
column using an invertible linear 
transformation

 
Figure.1.2

 
During this operation, each column is multiplied by the 
known matrix that for the 128 bit key is 

   
IV. AddRoundKey: In this, each byte of the state is 

combined with the round key; each round key is derived 

from the cipher key using a key schedule. The 
roundKey is added to the state before starting theloop. 
In the AddRoundKey step, each byte of the state is 
combined with a byte of the round sub key using the 
XOR operation. 
 

 
 

Figure.1.3 

III. EXISTING SYSTEM 
There has been many fault detection schemes proposed till 
this date to avoid the possibility of suffering from various 
attacks such as natural faults caused by defects in gates 
,injection of fault by attackers to retrieve the key. Some of the 
majorly contributed schemes follow as: 
3.1 A 16-BIT KEY PARITY METHOD 
In this scheme, the output parity bits of each transformation 
in every round are predicted from the inputs. Then, the 
comparisons between the predicted and the actual parities 
(obtained using the actual parity block or predetermined 
parity block) can be scheduled so that the desired error 
coverage is obtained. Since the 128 bit input is represented in 
4X4 matrix 16 parity bits corresponding to each 1 byte are 
compared which is presented in [3] and [12]. It has drawback 
that requires two blocks of 256 x 9 memory cells (S-boxes 
and parity predictions box). So it has relatively high area 
complexity for the parity predictions of MixColumns in the 
AES encryption. This is even more for Inv MixColumns in 
the AES decryption. 
3.2 REDUNDANCY-BASED TECHNIQUE    
The redundancy-based solution for implementing fault 
detection in the encryption module is based on the idea of 
performing a test decryption immediately after the encryption 
and then checking whether the original data block is 
obtained. The redundant unit fault detection scheme [4], [6] 
is used where algorithm-level, round-level, or operation-level 
fault detections are considered. The schemes pays time 
penalty either to decrypt a data block or for the comparison. 
3.3 DOUBLE TIME TRANSFORMATION TECHNIQUE 
In [5], the scheme uses same transformations twice in an AES 
round for the same data to detect the transient errors. It is time 
consuming and hence increases delay overhead. However, 
this method suffers from permanent internal faults or the 
malicious injected faults lasting for a long period.  
3.4 MULTIPLICATION-BASED SCHEME  
In [7] scheme, the result of the multiplication of the input and 
the output of the multiplicative inversion is compared with 
the predicted result of unity. 
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Figure. 2  The multiplication-based scheme for the fault detection of the 

multiplicative inversion 

Since S-box is generated by applying affine transform to 
multiplicative inverse of an input, there is no access to the 
output of the multiplicative inversion. Therefore, this scheme 
is not suitable for the S-boxes and inverse S-boxes 
implemented using lookup tables (LUTs).  

3.5 PIPELINED STRUCTURE 
Under this, pipelined distributed memories for the 
LUT-based S-boxes and inverse S-boxes are used to increase 
the design speed and the overall frequency of AES. There are 
three architecture to speed up, namely pipelining, 
subpipelining, and loop unrolling. Among these approaches, 
the subpipelined architecture can achieve maximum speed up 
and optimum speed–area ratio in non-feedback modes. 
Subpipelining inserts rows of registers among combinational 
logic not only between but also inside each round unit which 
is presented in [8].Non-LUT-based approaches can be used 
to avoid the unbreakable delay of LUTs which involve 
inversions in Galois Field, which may have high hardware 
complexities. 
 

IV. PROPOSED SYSTEM 
The proposed system detects fault while implementing a 
cipher from a plaintext for transmission and thus called 
concurrent error detection (CED). 
4.1AES ENCRYPTION 
The new fault detection structure for the AES encryption 
consist of two sets of error indication flags corresponding 
tocombined SubBytes and ShiftRows and combined 
MixColumns and AddRoundKey. A typical AES encryption 
round (except for the last round) consists of four 
transformations, and the fault detection schemes are follows.
4.1.1 SUBBYTES AND SHIFTROWS 
In the AES encryption, the SubBytes transformation consists 
of 16 S-boxes corresponding to 16 one byte of 128 bit input. 
Let , be the error indication flag for the 
S-box with the input and the output .The output state 
of such flags can be written as 16 formulations as follows: 
 

(5) 
where  , u is obtained by 
logical OR operations of all inputs and outputs of  S-Box, i.e., 

. For input hex (a) =00 and output hex (a’) =63 of S-Box, 
u’=0 but for remaining input u’=1.And we have 

        (6)  
where M is 8 X 8 matrix 

 

and 

 
Therefore,  is presented as 

 
(7)where

 
The 128-bit output of the SubBytes transformation acts as the 
input to ShiftRow, the output state of ShiftRows is obtained 
by just shifting the state entries in its input state. Hence the 
state entries in each row remain the same but differ by 
location.Therefore, by considering the output of ShiftRows 
and equation (5), for row r and column c, the output state of 
the flags can be rewritten as 16 formulations as follows: 

(8)  
where c*= (r + c) mod 4. There by 16 error indication flags is 
generated from the output of ShiftRows for two 
transformations of SubBytes and ShiftRows together, i.e., 
one error indication flag for each byte, are obtained. This is 
shown in Fig.4. 

4.1.2 MIXCOLUMNS AND ADDROUNDKEY 
The next two transformations in a typical AES encryption 
round are MixColumns and AddRoundKey. The 
MixColumns and AddRoundKey transformations are 
constructed matrix multiplication and modulo-2 addition of 
the input state with the roundkey respectively. Here 
low-complexity fault detection scheme derived for combined 
transformation of MixColumns and AddRoundKey. 

Let and be the 

input and the roundkey input of MixColumns and 
AddRound- Key in round i, respectively. Let the output of 

AddRoundKey be .Then, the following 

holds: 
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   (9) 
where c*= (r + c) mod . This can be rewritten as 

(10) 
and each summation is over GF (28) which consists of eight 
modulo-2 additions. 

.   (11) 
And we have 

   (12) 
Therefore, 

                (13) 
Now let us introduce the four 8-bit error indication flags for 
four columns of the state as 

(14) 
In error-free situation, by using (10) all 32 bits of such flags 
in (14) must be zero, i.e. (0, 0… 0 GF ( ), 
0 . 

 
 

Figure.3 The proposed fault detection scheme for the ith round of the AES 
encryption. 

 
These 32 error indication flags can be used for these two 
combined transformations, i.e., eight error indication flags 
for each column of the state matrix as shown in Fig. 4.1. This 
error indication flags can be compressed so that n, 1 � n�32, 
error indication flags for these two transformations are 
achieved. This can be performed by ORing different 
combinations of the 32 error indication flags obtained in (14) 
as denoted by the compressor block in Fig.4. With 16 error 
indication flags by compression, greater than 99 percent of 
the errors are covered.  

The last round of the every AES encryption (10th 
round in AES-128 encryption) consists of all 
transformations, (SubBytes, ShiftRows, and AddRoundKey) 
except MixColumns transformation. Similar to all other 
rounds of the AES encryption, 16 error indication flags for 
SubBytes and ShiftRows combined can be used for the last 

encryption round. Consequently, (14) can also be used for the 
last round. 

4.1.3 FURTHER ENHANCEMENT 
The complexity of the scheme is reduced by 

modifying the structure using subexpression sharing. This 
reduces the number of logic gates utilized in obtaining two 
sets of the error indication flags to have low-complexity fault 
detection scheme of the AES encryption, as shown in Fig.5. 
This is performed by modulo-2 addition of two sets of four 
coordinates of (14) for each column, i.e., Ec = ( ec,7 , ec,6, . . . , 
ec,0)  GF(28), 0 � c�3. L e t  = (ec,4, ec,2, ec,1, ec,0) 
and =(ec,5, ec,7, ec,6, ec,3). Then, the four error indication 
flags of column c of the state are ; 0 � c�3.  
 (15)                              
One can utilize four sets of modulo-2 additions of the output 
bits of each S-box pre-computed in (7), i.e., 

and , to obtain the 
low-complexity error indication flags in (14). We use (14) to 
derive 16 low complexity signatures for the MixColumns and 
AddRound-Key transformations, i.e., four signatures for 
each column of the state matrix. This is shown in Fig. 5.This 
proposed fault detection for the MixColumns transformation 
which has 25 percent less areas overhead than the parity 
based scheme. 
In fig 5, the Common Subexpressions (CSs) unit has been 
utilized to obtain 64 common subexpressions, i.e., 4 for each 
of the 16 S-boxes in the SubBytes transformation. If any of 
the two derived sets of error indication flags are one, the error 
is detected whereas if all of them are zero then no error has 
been detected although the output can be erroneous or 
correct. The (8) utilizes the hardware implementation of (7) 
which isless 
 

 
 

Figure.4 The low-complexity fault detection scheme utilizing subexpression 
sharing. 

 
complex when the common sub expressions are used. Hence 
the Fig.5 shows less complexity compared to Fig.4. 
 
4.2 AES DECRYPTION 
The AES decryption rounds also (except for the last round) 
consist of four transformations, i.e., InvShiftRows, 
InvSubBytes, AddRoundKey, and InvMixColumns. All the 
steps is similar to encryption but in reverse manner.
4.2.1 INV SHIFT ROWS AND INV SUB BYTES 
In the AES decryption, the 128-bit input to InvShiftRows, 
i.e., the state matrix S’ entries, is cyclically shifted to the right 
with the first row remaining unchanged. 
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where c*= |r – c|.      (16) 
According to (15), 16 error indication flags for the Inv Shift 
Rows and Inv Sub Bytes transformations are generated.

4.2.2 ADDROUNDKEY AND INVMIXCOLUMNS 
In decryption, InvMixColumns transformation is equivalent 
to multiplying the input state with the constant output matrix. 
In the AddRoundKey transformation, the input state, i.e., S, 
is added with the roundkey input state,i.e., K.

 
( 17)
As in case of encryption, decryption also has three rounds in 
its last round i.e. InvMixColumns is removed. Similarly same 
(15) and (16) can be used in last round to detect fault. 
For decryption also by using subexpression sharing the area 
overhead have been reduced 64 XOR gates to 48 XOR i.e. 
reduced by25 percent. Then, the four error indication flag for 
column c of state are 

(18) 
where  = (ec,3, ec,2, ec,1, ec,0) and     = (ec,7, ec,6, ec,5, ec,4).
The proposed scheme has less area and critical path delay 
when compared to other schemes presented for 
InvMixColumns. It requires 48 XOR gates with two XOR in 
critical path delay. Overall 25 percent area overhead and 33 
percent in critical path delay has been reduced in proposed 
scheme. 
4.3 ERROR SIMULATION 
When exactly 1 bit error appears at the output of the AES 
encryption or decryption rounds, the parity-based fault 
detection scheme is able to detect it and the error coverage 
will be 100 percent. But when there is case of multiple errors, 
the results of our simulations are valid. 

Figure.5 Simulation result for error coverage 
 
We have considered both single and multiple stuck-at errors 
for the proposed scheme. These models cover both natural 
faults and fault attacks. In our simulations, we injected errors 
in two manners, i.e., burst and random errors, and obtain the 
error coverage for these two cases: 

Burst Error:  
In this type, the errors are injected at the 128-bit output of 
only one transformation in the AES encryption /decryption. 
The errors are monitored by injecting burst errors one at a 
time up to 700,000 at the transformation outputs. The error 

coverage for the two sets of error indication flags is greater 
than 99.996 percent. 
Random errors:  
This type of errors is injected at random locations, i.e., four 
128-bit outputs of the transformations. The errors are covered 
either by one of the two series of the error indication flags.  
The increase in the number of error injected increases the 
error coverage close to 100 percent. In Fig.7, the solid and 
dashed lines represent the error coverage for the AES 
encryption and decryption, respectively. For certain AES 
implementations containing storage elements, one can use 
the error correcting code-based approach presented in [13] in 
addition to the proposed scheme in this paper to make a more 
reliable AES implementation. 
 

V. CONCLUSION  
In this paper, we have considered a structure independent 
fault detection scheme for the AES encryption and 
decryption. This can be applied for both the S-boxes and the 
inverse S-boxes using lookup tables and those utilizing logic 
gates based on composite fields.using S-boxes and inverse 
S-boxes used for both LUT and composite fields. The 
proposed scheme has been simulated and its fault coverage 
has been evaluated in detail. The proposed system is able to 
find the round and its corresponding transformation in which 
fault occurred. Thereby optimized hardware is achieved 
bymodifying the structure using subexpresssion sharing. 
Hence the reduced number of gates is required in the 
implementation of AES.The slice overheads are less than 
those for the other schemes which have the same error 
coverage. Thus, this scheme has the highest efficiencies, 
showing reasonable area and time complexity overheads. 
Hence the proposed schemes outperform the previously 
reported ones.  
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