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ABSTRACT
 The intrusion detection systems focus on 
low-level attacks, and only generate isolated alerts. 
They can’t find logical relations among alerts. In 
addition, IDS’s accuracy is low; a lot of alerts are 
false alerts. So it is difficult for human users or 
intrusion response systems to understand the alerts 
and take appropriate actions. To solve this problem 
different intrusion scenario detection methods are 
proposed. In this paper a data mining based 
clustering method is used to find the attack 
scenarios. Usually an attack consists of many steps 
in which corresponding alerts are generated, so we 
call each step is an attack scenario. In each step an 
attacker will perform a task to get certain target. 
The alerts generated in each step can be used as the 
feature of corresponding clustering approach. 
Keywords: intrusion detection system. 

1.INTRODUCTION TO THE INTRUSION 
DETECTION  
 Intrusion detection is detection of 
intrusion behavior, it collects information of the 
key part of computer network and system, then 
analyzes them to detect whether occur the action of 
disobey security strategy [1]. Intrusion Detection 
System (IDS) is the software or combination of 
software and hardware to detect intrusion behavior. 
IDS can examine intrusion attack before system is 
damaged, and make use of alerting and defense 
system to deport the intrusion attack. In the process 
of intrusion attack, It can reduce the loss resulted in 
[2]. After system attacked, the related attack 
information is collected, and as security system 
knowledge, it is added to the strategy set, thus can 
strengthen system security defence ability, and 
avoid system being intruded by the same intrusion 
again. 

2.THE USE OF CLUSTERING IN 
INFORMATION RETRIEVAL 
 In choosing a cluster method for use in 
experimental IR (Information Retrieval), two, often 
conflicting, criteria have frequently been used. To 
list some of the more important of these: (1) The 
method produces a clustering which is unlikely to 
be altered drastically when Further objects are 
incorporated, i.e. it is stable under growth. (2) The 
method is stable in the sense that small errors in the 
description of the objects lead to small changes in 

the clustering ;( 3) the method is independent of the 
initial ordering of the objects[3]. 
 
3.SIMPLE RANDOM SAMPLING: 
 Simple random sampling is where the 
researcher has a list which approximates listing all 
members of the population, then draws from that 
list using a random number generator or possibly 
takes every nth subject (called interval sampling). 
Conventional significance testing is appropriate for 
simple random samples [4,6,7]. Simple random 
sampling with replacement (SWSWR) is where 
selections are replaced back into the sampling 
frame such that repeat selections are possible. 
Simple random sampling without replacement 
(SRSWOR) does not allow the same random 
selection to be made more than once [5]. 
Confidence intervals are slightly (usually trivially) 
smaller (more precise) for SRSWOR samples 
compared to simple random samples. Most 
computer programs use formulas which assume 
SRSWOR sampling. 

4.SIMPLE RANDOM SAMPLING IN 
STRATIFIED 
  It is simple random sampling of each 
stratum of the population. For instance, in a study 
of college students, a simple random sample may 
be drawn from each class (freshman, sophomore, 
junior, senior) in proportion to class size [8,9]. This 
guarantees the resulting sample will be 
proportionate to known sizes in the population. 
One may simultaneously stratify for additional 
variables, such as gender, with separate simple 
random samples of freshman women, freshmen 
men, sophomore women, etc. The finer the 
stratification, the more precision compared to 
unstratified simple random sampling [10]. That is, 
confidence intervals will be narrower for stratified 
sampling than for simple random sampling of the 
same population. The more heterogenous the 
means of the strata are on a variable of interest, the 
more stratified sampling will provide a gain in 
precision compared to simple random sampling. 
Stratified sampling, therefore, is preferred to 
simple random sampling. 

5.VARIOUS STAGES OF STRATIFIED 
RANDOM SAMPLING 
  It is where the researcher draws simple 
random samples from successively more 
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homogenous groups (“strata”) until the individual 
subject level is reached. For instance, the 
researcher may sample occupations, then sample 
companies within occupations, and then sample 
individual workers. The purpose of stratified 
random sampling is to increase research precision 
by ensuring that key populations of subjects are 
represented in the sample (ex., people in certain job 
categories). The greater the heterogeneity of the 
strata and the finer the stratification (that is, the 
smaller the strata involved) depending on the topic 
of study. The more the precision of the results. For 
instance, stratifying by gender at the highest level 
might well introduce bias in measuring opinions 
about an item known to be gender-related, whereas 
stratifying by state would be less likely to introduce 
a bias since there are more categories (more states 
than genders) and there is less likely to be a 
correlation with the opinion item [11]. At each 
stage, stratified sampling is used to further increase 
precision. Because the variance of individuals from 
their group mean in each strata is less than the 
population variance, standard errors are reduced. 
This means conventional significance tests, based 
on population variances, will be too conservative – 
there will be too many Type I errors, where the 
researcher wrongly accepts the null hypothesis. 

6.AN APPROPRIATENESS OF STRATIFIED 
HIERARCHIC CLUSTER TECHNIQUE 
 There are many other hierarchic cluster 
methods, to name but a few: complete-link, 
average-link, etc. My concern here is to indicate 
their appropriateness for data retrieval. It is as well 
to realize that the kind of retrieval intended is one 
in which the entire cluster is retrieved without any 
further subsequent processing of the data in the 
cluster. This is in contrast with the methods 
proposed by Rocchio, Litofsky, and Crouch who 
use clustering purely to help limit the extent of a 
linear search. 
 Stratified systems of clusters are 
appropriate because the level of a cluster can be 
used in retrieval strategies as a parameter 
analogous to rank position or matching function 
threshold in a linear search. Retrieval of a cluster 
which is a good match for a request at a low level 
in the hierarchy tends to produce high precision but 
low recall; just as a cut-off at a low rank position in 
a linear search tends to yield high precision but low 
recall [7,12]. Similarly, retrieval of a cluster which 
is a good match for a request at a high level in the 
hierarchy tends to produce high recall but low 
precision [13]. Hierarchic systems of clusters are 
appropriate for three reasons. First, very efficient 
strategies can be devised to search a hierarchic 
clustering. Secondly, construction of a hierarchic 
system is much faster than construction of a non-
hierarchic (that is, stratified but overlapping) 
system of clusters [14]. Thirdly, the storage 

requirements for a hierarchic structure are 
considerably less than for a non-hierarchic 
structure, particularly during the classification 
phase. 

7.PROPORTIONATE STRATIFICATION  
 The essence of stratification is the 
classification of the population into subpopulation, 
or strata, based on some supplementary 
information, and then the selection of separate 
samples from each of the strata. The benefits of 
stratification derive from the fact that the sample 
sizes in the strata are controlled by the sampler, 
rather than being randomly determined by the 
sampling process [15]. The sample size of each 
stratum or its allocation is very important to reduce 
the sampling error. Often the strata sample sizes are 
made proportional to the strata population sizes; in 
other words, a uniform sampling fraction is used. 
This is known as proportionate stratification. In 
case of proportional stratification, we can treat it in 
estimation as if it were a SRS [16]. However, 
sampling error of a sample by proportionate 
stratification never exceed that of SRS in terms of 
variance.  
Since 

 
It may be noted that the variance of the mean based 
on a proportionate stratified sample is similar to 
that of a mean based on an SRS [17]. The only 
difference is that the population element variance 
2S in the SRS formula is replaced by the weighted 
average within stratum 

 
variance  in the proportionate stratified formula. As 
an approximation with large , it can be shown by an 
analysis of variance 

 
Since the last term in this formula is a nonnegative 
quantity (a sum of square term), it follows that ; in 
other words, a proportionate stratified sample 
cannot be less precise than SRS of the same size. 

For a given total variability in the 
population, the gain in precision arising from 
employing a proportionate stratified sample rather 
than an SRS is greater the more heterogeneous are 
the strata means or, equivalently, the more 
homogeneous are the element values within the 
strata.  
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8.CONCLUSION 
 Proportionate stratification is much used 
because it produces simple estimators and because 
it guarantees that the estimators are no less precise 
than those obtained from an SRS of the same size. 
The members of the population are grouped into 
strata, and a sample is taken from each stratum 
separately at a prescribed rate. Controlling the 
sample sizes in the strata by the sampler, stratified 
sampling enhances the representativeness of the 
sample, thus increases the overall precision of the 
survey results. 
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