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Abstract 

Software reliability has become one of the 
main issues for software developers. Aggregating 
components into software is a perfect approach to 
construct software with the maturity of component 
market. How to analyze software reliability from the 
reliabilities of its components and architecture should 
be answered. However, software in most of the 
proposed reliability analysis methods is static, while 
software development is a dynamic process, 
especially for component-based software, where 
pervasive process is iterative and incremental. Based 
on functional abstractions, this paper presents a 
general model for estimating the reliability of 
Component Based Software Systems using Role’s of 
Components with Test Suite 
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I Introduction 

IEEE 610.12-1990 defines reliability as “The 
ability of a system or component to perform its 
required functions under stated conditions for a 
specified period of time.” IEEE 982.1-1988 defines 
Software Reliability Management as “The process of 
optimizing the reliability of software through a 
program that emphasizes software error prevention, 
fault detection and removal, and the use of 
measurements to maximize reliability in light of 
project constraints such as resources, schedule and 
performance.”   Software reliability is often defined 
as the probability of failure-free software operation 
for a specified period of time in a specified 
environment. Over the past 30 years, many software 
reliability growth models (SRGM) have been 
proposed for estimation of reliability growth of 
products during software development processes. 
Using these definitions, software reliability is 
comprised of three activities:  
1. Error prevention 
2. Fault detection and removal 
3. Measurements to maximize reliability, 

specifically measures that support the first two 
Activities 

  
 Successful modeling has been done to predict 
error rates reliability.  

 These activities address the first and third 
aspects of reliability, identifying and removing faults 
so that the software works as expected with the 
specified reliability. These measurements have been 
successfully applied to software as well as hardware.  
 
II Background 
 Several reliability models and estimation 
techniques have been proposed to assess the 
reliability of component-based applications. Gokhale 
et al. [3] discuss the flexibility offered by discrete-
event simulation to analyze component-based 
applications. Their approach relies on random 
generation of faults in components using a 
programmatic procedure which returns the inter-
failure arrival time of a given component. The total 
number of failures is calculated for the application 
under simulation, and its reliability is estimated. This 
approach assumes the existence of a control flow 
graph of a program. The simulation approach 
assumes failure and repair rates for components, and 
uses them to generate failures in executing the 
application. It also assumes constant execution time 
per component interaction, and ignores failures in 
component interfaces and links (transition 
reliabilities). Sanyal et al. [9] introduce Program 
Dependency Graphs and Fault Propagation Analysis 
[11], [12] for analytical reliability estimation of 
component based-applications. The approach is code-
based (reverse-engineering) where dependency 
graphs are generated from source code, which may 
not be available for off-the-shelf components. 
Krishnamurthy et al. [5] assess the reliability of 
component- based applications using a technique 
called Component Based Reliability Estimation 
(CBRE). The approach is based on test information 
and test cases. For each test case, the execution path 
is identified. The path reliability is calculated using 
the reliability of the components assuming a series 
connection. This approach does not consider 
component interface faults, although they are 
considerable factors in reliability analysis of 
component-based software. This paper presents a 
general model for estimating the reliability of 
Component Based Software Systems using Role’s of 
Components with Test Suite 
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III Proposed Model 
The Component Based Software Systems 

Reliability measurement method (CBSSysRel) is a 
technique for making empirical measurements of the 
reliability of a software component.  The technique 
does not necessarily require access to, or knowledge 
of, the source code; however, the purpose of 
CBSSysRel is to aid the component developer in 
providing information to potential acquirers of the 
component. We assume the public specification of 
the component, as exposed through the interfaces, i.e. 
ports, that it implements, identifies the various roles 
with which the component is intended to be 
compatible. Each role is implemented by a group of 
methods. CBSSysRel uses “role” as the unit for 
which reliability measurements are made. The 
definition of each role is used to create an operational 
profile. The role’s operational profile is then used to 
create a set of test cases that are used to measure the 
reliability. 
 
IV Probability for Successful Execution 

The probability of successful execution is 
measured by repeatedly operating a system according 
to the selected operational profile, i.e. selecting 
inputs according to the frequency constraints of the 
profile, for the specified unit of time. The reliability 
is computed by measuring the percentage of those 
executions that terminate successfully. For a system a 
reliability value is reported for each operational 
profile.  If certain critical or heavily used profiles 
correspond to lower than acceptable reliability 
values, the system may be modified to improve those 
values. For a component that will be used in a variety 
of contexts, a large number of reliability values 
should be reported so that the architect can compute 
the effective reliability that will be observed in a 
particular system.  For example, a component is 
provided that plays a role in each of five protocols. 
The reliability portion of a component datasheet 
contains the role reliabilities and abbreviated role 
descriptions as depicted in Figure 1.  

 
Role Role Description Reliability 

A Provides Basic Computation 0.90 
B Provides Graphing 0.91 
C Provides Database Access 0.92 
D Provides Security 0.93 
E Provides Transaction 0.94 

Figure 1: Example role reliability description 
 
 The effective reliability of the component in a 
particular deployment is the reliability that the 
architect will experience with a specific component 
used in a specific manner. It is computed by 
multiplying the relative frequency for a role, as 
anticipated by the architect, and the measured 
reliability of the component in that role. These 
combined values are summed to give the effective 
reliability of the component. Suppose the architect 

intends to use the first, third, and fifth roles with 
equal frequency.  The architect’s reliability analysis 
worksheet includes a computation that looks 
something like Figure 2 for each component defined 
in the architecture. 
 

Role Reliability Relative 
Frequency Contribution 

A 0.90 0.333 0.30 
B 0.91 0.0 0.0 
C 0.92 0.333 0.31
D 0.93 0 0.0
E 0.94 0.333 0.31 

Component Reliability 0.92 
Figure 2: Example reliability analysis worksheet 

 
 This value is then fed into the reliability 
analysis for the system, which uses the topology of 
the components in the architecture to compute 
estimated system reliability. 
 
V CBSSysRel Process 
 CBSSysRel measures and communicates 
reliability values for a component. In this section we 
present a detailed outline for applying CBSSysRel 
given a component and its documentation. 
 
5.1 CBSSysRel Process 
Step 1 : Create a structure for measurements 
Step 2 : Identify the Roles of Components in the 

Software System 
Step 3 : Create an operational profile for each role. 
Step 4 : Build a reliability test suite for each role. 
Step 5 : Apply each test suite in an appropriate 

Environment 
Step 6 : Evaluate the results 
Step 7 : Extend the test suite 
 
Step 1: Create a structure for measurements 
 Establish the confidence level you wish to 
have in the accuracy of the reliability value. The 
typical value is 95% or higher. Note, this is not a 
reliability target. It is an expression of how certain 
we wish to be that the measured value, whatever it is, 
is reported accurately. We need to be very certain of 
the accuracy of the reliability of the client since it is a 
part of the infrastructure upon which other 
applications depend. We will choose a confidence 
level of 99%. The reliability value will be reported as 
an interval of values. This confidence interval is 
sufficiently large that we have the specified level of 
confidence, e.g. 99%, that the real reliability value is 
within the reported interval. Since the component 
acquirer will not care if the actual reliability is greater 
than believed, a one-tailed confidence interval is 
used. 
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Step 2: Identify the Roles of Components in the 
Software System 
 This identification comes from the 
documentation of the component. The designer may 
have listed the roles and identified the services that 
participate in those roles. The reliability test plan 
identifies each of the roles and for each role the 
services that implement the role. A review of the 
protocol definition identifies the state machine 
described earlier. 
Step 3: Create an operational profile for each role. 
 The profile describes the relative frequency 
with which each service is used. The reliability test 
plan defines how often the test suite should invoke 
each service of the role. Each test case will be one 
complete cycle of the role. In that cycle some of the 
services may be invoked multiple times. For cases 
such as a transaction manager where some methods 
may be called an indefinite number of times, this 
becomes a quantity to vary from one run to another. 
A single test case for client includes establishing the 
connection, authenticating to the server and then 
applying one or more services such as telnet or ftp. 
From one run to another a test case could be varied 
by connecting to different servers and manipulating 
different types of files. 
Step 4: Build a reliability test suite for each role. 
 For each role, a test script is created that obeys 
the constraints of the role. The constraints usually 
include the state transitions that are possible. Other 
constraints include the types for the parameters on 
each service. We assume no access to the source code 
so the analysis is limited to the public interface 
documented in the role description.  
 An analysis of each parameter type in the role 
description leads to a set of partitions of values from 
the type. Each partition contains values for which we 
believe the component will behave the same.  The 
test suite includes test cases that (1) test each possible 
ordering of service invocations and that (2) 
adequately sample over the parameter partitions for 
each service. These two conditions provide a means 
of measuring how completely the test suite covers the 
component roles. If the initial test suite is not 
sufficient to achieve a reliability measure in which 
we have sufficient confidence, the test designer 
searches for additional orderings of invocations or for 
parameter values that are likely to exercise new 
sections of the component. The most likely source of 
new test cases is unique combinations of parameter 
values. A thorough analysis of the client and the 
protocol indicates that, since the client runs on top of 
standard TCP implementations, the test cases do not 
need to cover multiple platforms. Also the number of 
orderings of invocations is very limited since 
establishing the transport layer followed by 
authentication must occur in that order. The mixture 
of service invocations after the connection is 
established is the main source of variation among test 
cases. 

Step 5: Apply each test suite in an appropriate 
environment 
 A test case will cover a complete cycle of the 
protocol. For example, if the protocol is a transaction, 
a test case would extend from transaction start to 
transaction commit or transaction rollback. A test run 
will be one complete execution of all the test cases in 
the test suite. Multiple test runs will be conducted 
where one run differs from another by varying input 
parameters. A reliability value is computed at the end 
of each test run. The confidence in this value is 
computed. The cycle of test runs terminates when an 
acceptable confidence interval is computed. 
Step 6: Evaluate the results 
 Each test case is evaluated and marked as 
either passed or failed. Each failure case is evaluated 
to determine whether the environment produced the 
failure or whether the component is responsible. The 
reliability computation uses the number of success 
and the number of failures to compute the reliability. 
Step 7: Extend the test suite 
 Once the analysis is completed, if the level of 
confidence has not been reached, additional test cases 
may be created and executed. The coverage criteria 
provide direction on how to effectively expand the 
test suite to cover additional ground. 
 
VI Conclusion 

This work is exploring how to provide useful 
information about reliability to acquirers of 
components. Rather than provide a single value for 
the entire component, we provide reliability 
information about each role that the component is 
intended to support. The acquirer can then compute 
the effective reliability they would experience given 
their intended use of the component. The intention is 
to provide accurate information about reliability in 
support of component commerce and prediction of 
assembly reliability. 
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