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Abstract— The least-significant-bit (LSB)-based approach is a 
popular type of steganographic algorithms in the spatial 
domain. However, we find that in most existing approaches, the 
choice of embedding positions within a cover image mainly 
depends on a pseudorandom number generator without 
considering the relationship between the image content itself 
and the size of the secret message. Thus the smooth/flat regions 
in the cover images will inevitably be contaminated after data 
hiding even at a low embedding rate, and this will lead to poor 
visual quality and low security based on our analysis and 
extensive experiments, especially for those images with many 
smooth regions. In this paper, we expand the LSB matching 
revisited image steganography and propose an edge adaptive 
scheme which can select the embedding regions according to the 
size of secret message and the difference between two 
consecutive pixels in the cover image. For lower embedding 
rates, only sharper edge regions are used while keeping the 
other smoother regions as they are. When the embedding rate 
increases, more edge regions can be released adaptively for data 
hiding by adjusting just a few parameters. Keywords-  
Index Terms —   Content-based    steganography,   
least-significant-bit (LSB)-based steganography, pixel-value 
differencing (PVD), security, steganalysis. 

 

I. INTRODUCTION 
STEGANOGRAPHY is a technique for information hiding. 
It aims to embed secret data into a digital cover media, such 
as digital audio, image, video, etc., without being suspicious. 
On the other side, steganalysis aims to expose the presence of 
hidden secret messages in those stego media. If there exists a 
steganalytic algorithm which can guess whether a given 
media is a cover or not with a higher probability than random 
guessing, the steganographic system is considered broken. In 
this paper, we consider digital images as covers and 
investigate an adaptive and secure data hiding scheme in the 
spatial least-significant-bit (LSB) domain. LSB replacement 
is a well-known steganographic method. In this embedding 
scheme, only the LSB plane of the cover image is overwritten 
with the secret bit stream according to a pseudorandom 
number generator (PRNG). As a result, some structural 
asymmetry (never decreasing even pixels and increasing odd 
pixels when hiding the data) is introduced, and thus it is very 
easy to detect the existence of hidden message even at a low  
embedding rate using some reported steganalytic algorithms. 
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LSB matching (LSBM) employs a minor modification to 
LSB replacement. If the secret bit does not match the LSB of 
the  
cover image, then or is randomly added to the corresponding 
pixel value. Statistically, the probability of increasing or 
decreasing for each modified pixel value is the same and so 
the obvious asymmetry artifacts introduced by LSB 
replacement can be easily avoided. Therefore, the common 
approaches used to detect LSB replacement are totally 
ineffective at detecting the LSBM. Up to now, several 
steganalytic algorithms (e.g., [7]–[10]) have been proposed 
to analyze the LSBM scheme.  Unlike LSB replacement and 
LSBM, which deal with the pixel values independently, LSB 
matching revisited (LSBMR) [1] uses a pair of pixels as an 
embedding unit, in which the LSB of the first pixel carries 
one bit of secret message, and the relationship (odd–even 
combination) of the two pixel values carries another bit of 
secret message. In such a way, the modification rate of pixels 
can decrease from 0.5 to 0.375 bits/pixel (bpp) in the case of 
a maximum embedding rate, meaning fewer changes to the 
cover image at the same payload compared to LSB 
replacement and LSBM. It is also shown that such a new 
scheme can avoid the LSB replacement style asymmetry, and 
thus it should make the detection slightly more difficult than 
the LSBM approach based on our experiments. The typical 
LSB-based approaches, including LSB replacement, LSBM, 
and LSBMR, deal with each given pixel/pixel pair without 
considering the difference between the pixel and its 
neighbors. The pixel-value differencing (PVD)-based 
scheme (e.g., [17]–[19]) is another kind of edge adaptive 
scheme, in which the number of embedded bits is determined 
by the difference between a pixel and its neighbor. The larger 
the difference, the larger the number of secret bits that can be 
embedded. Usually, PVD-based approaches can provide a 
larger embedding capacity. Assuming that a cover image is 
made up of many no overlapping small sub images (regions) 
based on a predetermined rule, then different regions usually 
have different capacities for hiding the message. Generally, 
the regions located at the sharper edges present more 
complicated statistical features and are highly dependent on 
the image contents. In this paper, we propose an edge 
adaptive scheme and apply it to the LSBMR-based method. 
The rest of the paper is arranged as follows. Section II 
analyzes the limitations of the relevant steganography 
schemes and proposes some strategies. Section III shows the 
details of data embedding and data extraction in our scheme. 
Section IV presents experimental results and discussions. 
Finally, concluding remarks and future. 

II. PROPOSED SCHEME 
The flow diagram of our proposed scheme is illustrated in 
Fig. 4. In the data embedding stage, the scheme first 
initializes some parameters, which are used for subsequent 
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data preprocessing and region selection, and then estimates 
the capacity of those selected regions. If the regions are large 
enough for hiding the given secret message, then data hiding 
is performed on the selected regions. Finally, it does some 
post processing to obtain the stego image. Otherwise the 
scheme needs to revise the Parameters, and then repeats 
region selection 
 

 
 

Figure 1. 
 
and capacity estimation until can be embedded completely. 
Please note that the parameters may be different for different 
image content and secret message. In data extraction, the 
scheme first extracts the side information from the stego 
image. Based on the side information, it then does some 
preprocessing and identifies the regions that have been used 
for data hiding. Finally, it obtains the secret message 
according to the corresponding extraction algorithm. In this 
paper, we apply such a region adaptive scheme to the spatial 
LSB domain. We use the absolute difference between two 
adjacent pixels as the criterion for region selection, and use 
LSBMR as the data hiding algorithm. The details of the data 
embedding and data extraction algorithms are as follows. 
 
A. Data Embedding 
Step 1: The cover image of size of is first divided into non 
overlapping blocks of pixels. For each small block, we rotate 
it by a random degree in the range of, as determined by a 
secret key. The resulting image is rearranged as a row vector 
by raster scanning. And then the vector is divided into non 
overlapping embedding units with every two consecutive 
pixels, where, assuming is an even number. Two benefits can 
be obtained by the random rotation. First, it can prevent the 
detector from getting the correct embedding units without the 
rotation key, and thus security is improved. Furthermore, 
both horizontal and vertical edges (pixel pairs) within the 
cover image can be used for data hiding. 
Step 2: According to the scheme of LSBMR, 2 secret bits can 
be embedded into each embedding unit. Therefore, for a 
given secret message, the threshold for region selection can 
be determined as follows. Let be the set of pixel pairs whose 
absolute differences are greater than or equal to a parameter t 

 
Then we calculate the threshold T by 

 
T= arg  

where, is the size of the secret message , and denotes the total 
number of elements in the set of . 
 
Step 3: Performing data hiding on the set of 
EU(T)={(  
 
We deal with the above embedding units in a pseudorandom 
order determined by a secret key . For each unit , we perform 
the data hiding according to the following four cases. 
 
Case #1: 
LSB(  )=  

     ); 
 
Case #2: 
LSB(  )≠  

   + r); 
 
Case#3: 
LSB( =  

  ); 
 
Case # 4: 
LSB( ≠  

  ); 
where and denote two secret bits to be embedded. The 
function is defined as . is a random value in and denotes 
thepixel pair after data hiding. After the above modifications, 
and may be out of , or the new difference may be less than the 
threshold . In such cases,1 we need to readjust them as 

, )by , )=arg

=

= +2

 
Finally, we have 
 

, )=  
Step 4: After data hiding, the resulting image is divided into 
non overlapping blocks. The blocks are then rotated by a 
random number of degrees based on. The process is very 
similar to Step 1 except that the random degrees are opposite. 
Then we embed the two parameters into a preset region 
which has not been used for data hiding. The first one is the 
block size for block dividing in data preprocessing; another is 
the threshold for embedding region selection. In all, only 7 
bits of side information are needed for each image.  

III. CONCLUDING REMARKS 
In this paper, an edge adaptive image steganographic scheme 
in the spatial LSB domain is studied. As pointed out in 
Section II, there usually exist some smooth regions in natural 
images, which would cause the LSB of cover images not to 
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be completely random or even to contain some texture 
information just like those in higher bit planes. If embedding 
a message in these regions, the LSB of stego images becomes 
more random, and according to our analysis and extensive 
experiments, it is easier to detect. In most previous 
steganographic schemes, however, the pixel/pixel-pair 
selection is mainly determined by a PRNG without 
considering the relationship between the characteristics of 
content regions and the size of the secret message to be 
embedded, which means that those smooth/flat regions will 
be also contaminated by such a random selection scheme 
even if there are many available edge regions with good 
hiding characteristics. To preserve the statistical and visual 
features in cover images, we have proposed a novel scheme 
which can first embed the secret message into the sharper 
edge regions adaptively according to a threshold determined 
by the size of the secret message and the gradients of the 
content edges.. Furthermore, it is expected that our adaptive 
idea can be extended to other steganographic methods such 
as audio/video steganography in the spatial or frequency 
domains when the embedding rate is less than the maximal 
amount. 
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Abstract— In this research paper a Low power, Portable and 

Secure Wireless Bluetooth Sensor System has been designed 
and its performance has been evaluated. The sensor system is 
light weight and has interoperability with Personal Area 
Network (PAN) and the architecture has been implemented by 
adopting an FPGA and a Bluetooth Module. The analysis of 
design shows its capability of continuous transmission of analog 
signals and a high rate of security level. As low sampling rates, 
the adopted solution offers low power consumption and lower 
battery capacity can be adopted and sensor weight can be 
minimized. With higher sampling rates, the Wireless Sensor 
System is equipped with FGMA which offers best architecture 
solution and high performance. So Wireless Bluetooth Sensor 
system can be widely adopted in critical applications like 
Detecting Vital Signs in Patients having serious pathologies. 

Index Terms— Bluetooth, Wireless sensor systems, Wireless 
Technology, Security, IEEE 802.15.1 
 

I. INTRODUCTION 
Bluetooth, A technology which requires no introduction and 
is being used constantly in Mobile Phones, Computers, 
Tablet PC’S, TV’S, Gaming Consoles and much more for 
transferring the data from one device to another. Bluetooth 
Wireless technology is becoming very popular to replace 
existing short range wired technology with short-range 
Wireless technology to enable new types of applications. 
With the increase in use of Bluetooth Technology, Various 
Researches and Manufactures are closely working to use this 
technology in completely different environments such as in 
Medical sector to improve the life quality and to reduce the 
cost incurred by hospitals in treating patients. 
A new concept called PAN (Personal Area Network) is 
evolving along with Bluetooth Technology. A PAN consists 
of a limited number of units interconnected to form a network 
and to exchange information among the connected nodes. 
Bluetooth acts a local connection interface between different 
personal units like Mobile Phones, PDA’s, Keyboard, 
Mouse, Gaming Consoles and much more. Bluetooth is a true 
enabling technology for the PAN Vision. The units are 
typically consumer devices which are used by different 
manufactures in different ways. So in order to have better 
interoperability between the personal devices, the security 
level has to be set up by the user. The Bluetooth technology 
has been designed in such a intelligent manner which enables 
even a ordinary user to maintain a good security level to 
protect the data and communication links in operation. 
With the help of PAN Technology, users can access their data 
wirelessly between different devices, work on them and store  
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them in an Information System or in Electronic Personal 
Record. 
Wireless Systems implementation has been done by taking 
into account the following important key points:- 
1. Using Wireless devices everywhere and avoiding the 
 location lockdown 
2. Interoperability with other technologies for  
 Communications. 
3. Enough security to prevent eavesdropping and intrusion 
avoidance. 
4. System high level interface immunity. 
But if we implement any technology we have certain 
expectations. Same is the case with Bluetooth Technology. 
The following are the desired expectations from the 
Bluetooth Technology:- 
1. Confidentiality Protection. 
2. Only authenticated devices should communicate in the 
Bluetooth Network. 
3. Easy to use as well as High Speed Data Connectivity. 
4. Proper Security Measures to avoid Malicious Activity and 
DoS Attacks. 
In this Research Paper, A Sensor System Architecture is 
presented along with its benefits. As well as the Bluetooth 
technology security is also analysed and solution is proposed.  

II. BLUETOOTH STANDARD 
Bluetooth is a proprietary open wireless standard which was 
created by Telecoms vendor Erricson in 1994 for exchanging 
data over short distances using short wavelength radio 
transmissions from fixed and mobile devices creating 
Personal Area Networks (PANs) with higher degree of 
security. Basically Bluetooth standard was designed to 
replace RS-232 data cables.  Bluetooth is regarded as 
developing network technology which is able to support data 
nd voice communications and is characterized by low 
complexity, robustness and low power cum cost. 
Bluetooth uses a Radio Technology called FHSS (Frequency 
Hopping Spread Spectrum) which chops up the data being 
sent and transmits the chunks of data on 79 bands (1 MHz 
each) in the range of 2402-2480 MHz. This range is in the 
globally, unlicensed Industrial, Scientific and Medical (ISM) 
4.4 GHz short-range radio frequency band. 
Bluetooth has the ability to form PANs and is regarded as 
Packet-Based Protocol with a Master-Slave structure. One 
master can communicate with up to 7 slaves in a piconet; all 
the devices share the master’s clock. When a device is 
present simultaneously in more than one piconet, a scatternet 
is established. The master establishes the hop sequence and 
communicates with active slaves using TDM (Time Division 
Multiplexing) Technique in which the time is divided into 
625 µs intervals called slots. The transmission between 
master and slave starts in even the numbered slots while the 
slave to master transmission starts in odd numbered slots. 
Master and slaves are allowed to transmit the packets in 1, 3,5 
consecutive slots. Forward Error Correction (FEC), Cyclic 
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Redundancy Check (CRC), Header Error Check (HEC) and 
Automatic Reepeat Request (ARQ) are the techniques whihc 
provide data protection against imperfect channels. 
The Packet Exchange is based on the basic clock, defined by 
the master, which ticks at 312.5 µs intervals. Two clock ticks 
make up a slot of 625 µs; two slots make up a slot pair of 
1250 µs. Compared with other systems in the same fry band, 
the Bluetooth Radio hops is very faster and uses shorter 
packets. There are 79 channels 1 MHz bandwidth, starting 
from 2.402 GHz to 2.480 GHz. 
The Bluetooth Technology provides high security 
mechanisms including a globally unique six byte Bluetooth 
Device Address (BDA), authentication, authorization, 
encryption and PIN exchange at user level. In general, 
Bluetooth Security is divided into three modes: (a) 
Non-Secure; (b) Service level enforced security (c) Link 
level enforced security. In non-secure, a Bluetooth device 
doesn’t initiate any secure measures. In service-level 
enforced security mode, “two Bluetooth devices can establish 
a non secure Asynchronous Connection-Less (ACL) Link. In 
the link level enforced security, the Bluetooth device initiates 
securit procedures before the channel is established. 

III. BLUETOOTH SENSOR ARCHITECTURE 
The Bluetooth Sensor Architecture consists of seven    client 
modules and one master module for System Control. The 
main component of Bluetooth Architecture is FPGA which is 
shown in diagram 1. FPGA allows the device to be 
programmed, debugged and reconfigured after it is soldered 
onto a printed circuit board which reduces the possibility of 
lead damage and electrostatic discharge exposures. 
 

 
 

Figure.1 FPGA-The Main Component of Module 
 
In this research paper, signals are generated by biomedical 
sensors for monitoring critical parameters such as Vital signs 
in patients. It has been realized in Wireless Sensor 
Architecture using one Analog/Digital Convertor (ADC) and 
two processors sharing the Bluetooth stack. A 24-bit 
multiplex sigma-delta converter converts the analogue input 
signal with 0-5Volt range. The sampling rate is 500 Hz on 
each of two channels. The digital signals are transmitted to a 
remote acquisition master sensor via Bluetooth (PAN 1540) 
.The FPGA controls the acquisition from the sigma-delta 
converter and, as soon as an AD conversion has been made, 

saves that particular value in the FPGA internal RAM 
memory.  
The FPGA sends the data from the memory to the Bluetooth 
module while controlling and storing the new ADC value. 
The Bluetooth™ management is implemented in the FPGA 
and controls the Bluetooth™ module. The FPGA construct 
and decodes the Host Controller Interface (HCI) packages in 
order to establish connections and manage data 
communications. The communications between the FPGA 
and Bluetooth™ is done by serial UART as shown in 
Diagram 2. 
 

 
 

Figure.2 FPGA Control Management 
 

The power management circuit, which powers all the 
modules, consists of linear voltage regulators to provide 
positive and negative voltages from a PP3 9-V battery with a 
rating of 550 mAh. The regulators have a maximum current 
drain of approximately 500 mA, which although high still 
allows over an hour of continuous operation. In idle state, the 
current drain is less than 1.5 mA.  
The minimal solution with only 1-chip wireless sensor using 
the internal uncommitted 8-bit ADC of the PAN1540 is 
possible. This implementation is an embedded solution 
where the Bluetooth™ module executes a Virtual Machine 
(VM) application.  
Pan1540 has three general purpose analog interface pins; two 
of them are used as analog inputs for the ADC, which acts as 
input channel for a sensor signal.  
The ADC is controlled by user code, which is interpreted by 
the VM when the scheduler runs the task.  
This solution has been revealed unsatisfactory because the 
PAN 1540 allows only a limited number of instructions of the 
VM before changing context. Therefore, there is no 
guarantee that the ADC will be controlled in real time while 
another process starts. Moreover, PAN1540 does not support 
a Real-Time Operating System (RTOS) because the 
execution latency of embedded code is random.  

IV. BLUETOOTH SECURITY SENSOR SYSTEM 
NETWORKING 

It is very difficult to find the correct level of security when a 
new communication technology evolves. It is also very 
difficult in the case of Bluetooth. In order to offer 
interoperability and to provide support for a specific 
application, it has developed a set of profiles. A profile is an 
umambigious description of communication interface 
between two units for one particular service. 
As the main purpose behind the development of Bluetooth 
technology is to replace short range cables. Pure cable 
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replacement is done through RS232 emulation which is 
offered by serial port profile. Several other profiles like PAN 
(Personal Area Network) and LPP (Local Positioning 
Profile) make use of serial port profile. 
This section primarily discusses the security issues and 
solutions for remote access to SIM (Subscription Identity 
Module) over Bluetooth connection. A SIM card is regarded 
as an Integrated Circuit used in GSM Mobile Telephony to 
store subscriber information. In this research paper a SIM 
Solution is implemented inside the FPGA ROM memory. 
Altera QuartusII v5.1 software generates FPGA 
configuration data file which is stored in FLAH ROM of 
processor and memory module. 
This SIM information is used to connect a remote sensor to a 
master network in a secured manner (Laptop, Smartphone, 
PDA Device or Tablet Device) which makes it possible for 
mobile network operator to identify the subscribers using the 
network as well as it also allows the operator to enable the 
connect of mobile network services. The Bluetooth SIM 
Access Profile defines protocols and procedures for the 
access to a remote SIM over Bluetooth Serial Port 
(RFCOMM) Connection. The SIM Access Profile 
Communication Stack is defined in Diagram 3. The SIM 
access messages consist of a header and payload. The header 
describes the type and the number of parameters transferred 
in the message. Messages have been defined for the remote 
control of the SIM sensor and for transfer SIM messages. 
 
Two different roles are defined in the profile: 
 

1. SIM ACCESS CLIENT 
2. SIM ACCESS SERVER 

 

 
 

Figure.3 Sim Access Profile Communication Stack 
 

The SIM access client uses the SIM access profile for the 
connection to another device, the SIM access server, over the 
Bluetooth. The adopted interconnectivity system is defined in 
Diagram 4. 
In this scenario, seven SIM access clients are wireless 
interconnected with one SIM access server (laptop) within 
PAN wireless network. A SIM access is needed for the 
subscriber authentication inside the wireless network. The 
laptop has an integrated Bluetooth module and uses the SIM 
access profile to access it.  
In the implemented sensor architecture, the SIM is used for 
security critical services in security mode 3 with a 32-digits 
pass-key.  

 
 

Figure.4 Pan Secured Interconnection System 
 
In the FPGA ROM, a 128-bits encryption key has been 
implemented for a major security level. To avoid the typing 
of the 32 digits pass-key by the user, in this system the 
pass-key value is generated by the server and displayed to the 
user. The security required by the SIM access profile gives 
the necessary protection for the message exchange between 
the client and the server. However, to avoid security holes in 
the master SIM access server implementation, additional 
security measures has been developed in the implemented 
architecture.  
One problem is that in an implementation that just follows the 
specification, all the messages from the client to the server 
have to be accepted and forwarded to the SIM. This is a 
potential security risk for the sensitive functions in the 
subscription module, available for the remote device. This 
device might have been compromised in some way or it 
might have been infected by a virus or other harmful 
software. For this reason, the access to the subscription 
module by the server has to be restricted.  
This can be achieved if, at the security pairing, the server 
selects the set of services in the SIM that the client should be 
allowed to access. Then the record of allowed services has to 
be stored in a special and protected access control database. 
When the client has been authenticated against the server, a 
filtering process or a security filter has to check all messages 
from the client to the subscription module, as is illustrated in 
Diagram 5 
 

 
Figure.5 Sim Client- Server Access Control 

The filter makes sure that only messages allowed according 
to the access database are forwarded to the subscription 
module. 
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V. CONCLUSION 
In this research paper Bluetooth System has been designed 
and its performance has been evaluated on security 
parameters. The solution proposed will reduce the number of 
components and also the power consumption allowing longer 
battery lifetime. But of Future development, the ZIGBEE 
standard will be considered to optimize the power 
consumption performance of the remote monitoring system. 
In order to increase the level of network security, A SIM 
solution is proposed in security mode 3 with 32 digits 
pass-key. The security required by SIM Access Profile gives 
the necessary protection for message exchange between 
client and server. 
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Abstract— The sole area that serves the food needs of the entire 
human race is the Agriculture sector. Research in agriculture is 
aimed towards increase of productivity and food quality at 
reduced expenditure and with increased profit. The challenge of 
the precision approach is to equip the farmer with adequate and 
affordable information and control technology. Methods for 
identification of diseases found in any parts of the plant play a 
critical role in disease management. Consequently minimizing 
plant diseases allows substantially improving quality of the 
products. Many methods and techniques of image processing 
and soft computing are applied on a number of plants for early 
detection and diagnosis of different plant diseases. Since fuzzy 
logic can effectively handle the vague image data, present paper 
discusses several aspects and techniques of precision agriculture 
which employ Fuzzy logic. 
Index Terms— Fuzzy Logic, Support Vector Machine (SVM). 

I. INTRODUCTION 
The objectives of precision agriculture are profit 
maximization, agricultural input rationalization and 
environmental damage reduction, by adjusting the 
agricultural practices to the site demands. Plant disease is one 
of the crucial causes that reduces quantity and degrades 
quality of the agricultural products. The ability of disease 
diagnosis in earlier stage is very important task. There are 
numerous characteristics and behaviors of such plant 
diseases in which many of them are merely distinguishable. 
Hence an intelligent  decision support system for Prevention 
and Control of plant diseases is needed which is an integrated 
agricultural information platform, that uses some high-tech 
and practical technology, such as fuzzy logic, neural 
networks, support vector machines and such other soft 
computing techniques to appropriately detect and diagnose 
the plant diseases. 
Fuzzy set theory is an extension of conventional set theory 
that deals with the concept of partial truth. Fuzzy logic aims 
to model the vagueness and ambiguity in complex systems. 
In many image processing applications, expert knowledge 
must be used for applications such as object recognition and 
scene analysis. Fuzzy set theory and fuzzy logic provide 
powerful tools to represent and process human knowledge in 
the form of fuzzy IF-THEN rules. 
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II. RELATED WORK 
Over the past few decades, fuzzy logic has been used in a 
wide range of problem domains. The areas of applications are 
very wide: process control, management and decision 
making, operations research, economies and pattern 
recognition and classification. In the lack of precise 
mathematical model which will describe behavior of the 
system, Fuzzy Logic is a good “weapon” to solve the 
problem: it allows using logic if-then rules to describe the 
system’s behavior. 
In the paper of “Image Classification Based on Fuzzy Logic” 
a prior knowledge about spectral information for certain land 
cover classes is used in order to classify SPOT image in fuzzy 
logic manner. More specifically, input (image channels) and 
output variables (land classes) are introduced in Matlab’s 
environment, membership functions are defined using results 
from supervised classification which was conducted with 
PCI ImageWorks®, Matlab’s Fuzzy Logic Toolbox was then 
used in definition of fuzzy logic inference rules, these rules 
are tested and verified through the simulation of 
classification procedure at random sample areas and at the 
end, SPOT image classification was conducted. 
Output images coming from PCI maximum likelihood (ML) 
and fuzzy classification can be compared which is shown in 
fig 1. These grayscale images are produced in such  a way 
that pixels coming from the same class have the same digital 
numbers in both images: water (50), urban (100), crop 1 
(150), crop 2 (200) and vegetation (250). This is the basis for 
image comparison. Percentage of classified pixels in both 
methods is given in the following table:  
 
TABLE I.  PERCENTAGE OF CLASSIFIED PIXELS IN ML AND FUZZY 

CLASSIFICATION 
Method class PCI Fuzzy Difference 

Water 1.25 1.39 0.14 

Urban  15.62 13.95 1.67 

Crop1 13.1 17.24 4.14 

Crop2 28.82 34.11 5.29 

Vegetation 37.90 29.99 7.91 
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Figure.1 ML and Fuzzy classification comparison image Courtesy:  

Reference [1] 
 
The experimental results showed that fuzzy logic can be 
satisfactorily used for image classification providing a 
greater level of classification accuracy. 
The main objective presented in the paper “Recognition of 
Weeds with Image Processing and Their Use with Fuzzy 
Logic for Precision Farming” is to develop a methodology 
for processing digital images taken from cornfields in order 
to determine a weed map. Based on the weed map, a program 
was then developed to simulate the control of an herbicide 
sprayer. Given that information concerning economic 
thresholds of weed impact on crop productivity cannot easily 
be adapted to a given region or even to a given farm, the 
researchers decided that the fuzzy logic approach should be 
employed to convert image data into sprayer command and 
the existing fuzzy logic controller was limited to the control 
of one nozzle. The Fuzzy Logic Toolbox v2.0 of MATLAB 
was used to develop the fuzzy logic model for the herbicide 
application. In this project, a fuzzy logic system was 
developed to simulate human decision-making in 
determining herbicide application based on greenness and 
patch size. There are three components in a fuzzy logic 
system: fuzzy values for inputs and outputs, a set of fuzzy 
rules, and fuzzy inference mechanism. In fuzzy inference, 
several fuzzy membership functions are developed to 
generate a degree of truth. The fuzzy logic herbicide 
application model was tested on a hypothetical field to 
determine the potential herbicide savings. The reductions in 
herbicide use compared to a uniform application for different 
combinations of weed coverage and weed patch thresholds 
are listed in the following table: 
 
 

 
 
 
 
 
 
 
 
 
 
 

TABLE II.  RESULTS FOR REDUCTION IN HERBICIDE USE (%) BY 
VARIABLE-RATE APPLICATION USING DIFFERENT THRESHOLD 

VALUES 

 
Weed        Weed coverage threshold 
Patch 
Threshold       1%     2%     3%      4%     5% 
   

1%     4.86  6.44  8.28  10.33 12.76 
 

2%     5.41  7.32  9.34  11.52 13.91 
 

3%     6.39  8.74  11.38 14.19 16.71 
 

4%     7.80  10.60 13.93 17.43 20.32 
 

5%     9.78  12.82 16.66 20.72 24.03 
 
On/Off     14.56 24.97 39.69 53.57 63.72 
Application 
  
The results of this study have shown that weeds can be 
located by the greenness method and a fuzzy logic controller 
automatically manages herbicide applications to obtain 
effective weed control, reduce costs, and minimize soil and 
water pollution. 
In “Agricultural Produce Sorting and Grading using Support 
Vector Machines and Fuzzy Logic” an automated grading 
system has been proposed and designed to overcome the 
problems of manual grading. It combined three processes – 
feature extraction, sorting and grading without any human 
intervention. Initially the images were taken using a regular 
digital camera. The feature extraction process was done using 
the MATLAB image processing toolbox. Following is the 
resultant image with extracted features. 

 
 

Figure.2 Image with extracted features Courtesy: Reference [3] 
 
Then shape sorting was done using the SVMs that has the 
ability to recognize the shape of an object. The sorting task 
involves two sets of data; i.e., training data and validation 
data. Each instance of training data consists of one ‘target 
value’ (class) and several features. The most important role in 
shape recognition is feature extraction.  The features are 
normalized by 

Xnorm=  
minmax
min

XX
XXraw

−
−

    (1)                           where 

Xraw, Xnorm, Xmax, Xmin are the raw, normalized, 
minimum and maximum values of the features. This ensures 
that Xnorm lies in (0, 1), which is very important for SVM 

classification.  
Table III shows the classification accuracies of five fruits: 

TABLE III CLASSIFICATION RESULT 
Specimen Classificatio
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n 
Accuracy 

Apple 96.25% 
Banana 81.25% 
Carrot 0% 
Mango 98.75% 
Orange 6.25% 

 
Fuzzy Logic was then applied for the agriculture produce 
grading. This technique was chosen because it represents a 
good approach when human experience needs to be 
incorporated into the decision making process. The grade is 
determined based on fruit type and fruit features. Following 
figure shows the Fuzzy grading system that uses 3 inputs to 
determine the output (size) of the fruit: major length, minor 
length and area. 
 
 
 
 
 
 
 
 
 
 
 

Figure.3 Fuzzy Grading System 
   
Following table shows the grading result of the fruits, which 
represents very good grading accuracy: 
 

TABLE IV. GRADING RESULT 
 

Specimen Grading 
Accuracy 

Apple 98.85% 
Banan
a 

98.75% 

Mango 89.74% 
 

III. CONCLUSION 
So far we have discussed various image processing 
techniques, which employ fuzzy techniques and inference 
rules, and their role in wide range of precision agriculture 
applications such as feature extraction, texture analysis, 
agriculture produce grading, effective use of herbicide 
sprayers in disease control etc. Reference [1] infers that 
considering the level of classification accuracy, fuzzy logic 
can be satisfactorily used for image classification. It is 
recommended to use a fuzzy logic controller for effective 
weed control as proved in reference [2]. In a new technique 
for sorting and grading [3] fuzzy logic has been employed for 
grading whose results were proven to be good for three of the 
five chosen fruits. In all the research papers discussed above, 
authors have shown that fuzzy based approaches 
outperformed comparatively. 
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Abstract— Cryptography is a method that has been developed 
to ensure the secrecy of messages and transfer data securely. 
The Advanced Encryption Standard (AES) is the newly 
accepted symmetric cryptography standard for transferring 
block of data securely. However, the natural and malicious 
injected faults reduce its reliability and may cause confidential 
information leakage. The objective of this paper is to find 
optimized fault detection schemes for reaching reasonable fault 
coverage in the high performance AES implementations. In 
order to provide low cost complexity signature, two sets of error 
indication flag is used. Thisstructure can be applied to both 
look-up tables and logic gate for the implementation of S-box 
and inverse S-box and their parity predictions. Defects in the 
logic gates causedeither by the natural faults or malicious 
injected faults that are detected independent of the method the 
S-box is implemented Moreover, the overhead costs, including 
space complexity and time delay of the proposed schemes are 
analyzed. Finally, our simulation results show the error 
coverage of greater than 99 percent for the proposed schemes. 
Index Terms— Advanced Encryption Standard, S-Box, inverse 
S-box, composite field, fault detection. 

 

I. INTRODUCTION 
1.1 SYMMETRIC KEY CRYPTOGRAPHY 
Cryptography is a method that has been developed to ensure 
the secrecy of messages and transfer data securely. In digital 
communications the data is sent through the wires or air and 
thus it is not protected from eavesdropping. Therefore, 
confidentiality of the transferring data is of extreme 
importance. Encryption is a process which transforms the 
data that is aimed to be sent to an encrypted data using a key. 
The encryption process is not confidential but the key is only 
known to the sender and receiver of data. The receiver 
transforms the received data using the decryption process to 
obtain the original data. 
Symmetric key cryptography is a form of cryptosystem in 
which encryption and decryption are performed using the 
same key. It has been utilized for secure communications for 
long period of time.Symmetric key cryptography comprises 
two different methods for encryption and decryption. It can 
either use stream cipher or block cipher method of 
encryption/decryption.  
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1.2 EVOLUTION OF ADVANCED ENCRYPTION STANDARD 
The National Institute of Standards and Technology initiated 
a process to select a symmetric key encryption/ decryption 
algorithm in 1997. Finally, Rijndael algorithm was accepted 
among other finalists as the Advanced Encryption Standard 
(AES) in 2001.  
It is noted that before the acceptance of Rijndael algorithm, 
DES and its improved variant 3DES were used as symmetric 
key standards. DES has 16 rounds and encrypts and decrypts 
data using a 64-bit key. 3DES has hardware implementation 
that doesn’t produce efficient software code and three times 
as many rounds as DES so correspondingly slower. Both 
DES and 3DES use a 64-bit block size. To satisfy both 
efficiency and security, a larger block size is desirable.  
AES-128 has 10 rounds where data is encrypted and 
decrypted in 128-bit blocks using a 128-bit key. It is a very 
good performer in both hardware and software across a wide 
range of computing environments. 

 
1.3 MOTIVATION 
The objective in using AES is to transfer the data so that only 
the desired receiver with a specific key would be able to 
retrieve the original data. However, the natural and malicious 
injected faults reduce its reliability and may cause 
confidential information leakage. Thiscan be either due to: 
• Natural faults caused by defects in gates or, 
• Malicious injected faults to retrieve the key and break the 
system. 

As a result, finding a suitable fault detection scheme has 
always been an issue in the AES. FPGAs are most flexible 
implementation to produces high performance withlow cost. 
FPGA provides more physical security with parallelism. 

1.4 OBJECTIVES 
The objective of this paper is to find concurrent structure 
independent fault detection schemes for reaching reasonable 
fault coverage. It makes a robust implementation of AES 
against these above attacks and provides highest efficiencies, 
showing reasonable area and time complexity overheads.  

II. ADVANCED ENCRYPTION STANDARD 
2.1 AES ALGORITHM 
AES is an iterated block cipher with a fixed block size of 128 
and a variable key length. It hasvariable number of rounds, 
which is fixed according to key length. AES performs four 
transformations in each round in order to provide high level 
of security. 

Advanced Fault Detection Scheme for AES 
Architecture 

1S.Anandi Reddy 



                                                                                
Advanced Fault Detection Scheme For AES Architecture 

 

13 

2.2 TRANSFORMATIONS 
AES performs four transformations in each round in order to 
provide high level of security. This involves the properties of 
confusion and diffusion to provide frustrating statistical 
cryptanalysis. The transformations in each round of 
encryption except for the last round are as follows: 
I. SubBytes: It isa non-linear substitution step where each 

byte is replaced with another according to a lookup table. 
The look table is known as S-Box which is generated by 
applying affine transform to multiplicative inverse of 
input. 

 
 

Figure.1 
 

II. ShiftRow: It is a transposition step where each row of the 
state is shifted cyclically a certain number of steps to the 
left.For AES, the first row is left unchanged. Each byte of 
the second row is shifted one to the left. Similarly, the 
third and fourth rows are shifted by offsets of two and 
three respectively. Similarly for decryption rows are 
shifted right. 

 
Figure.1.1 

III. MixColumn: It is a mixing operation which operates on 
the columns of the state, combining the four bytes in each 
column using an invertible linear 
transformation

 
Figure.1.2 

 
During this operation, each column is multiplied by the 
known matrix that for the 128 bit key is 

   
IV. AddRoundKey: In this, each byte of the state is 

combined with the round key; each round key is derived 

from the cipher key using a key schedule. The 
roundKey is added to the state before starting theloop. 
In the AddRoundKey step, each byte of the state is 
combined with a byte of the round sub key using the 
XOR operation. 
 

 
 

Figure.1.3 

III. EXISTING SYSTEM 
There has been many fault detection schemes proposed till 
this date to avoid the possibility of suffering from various 
attacks such as natural faults caused by defects in gates 
,injection of fault by attackers to retrieve the key. Some of the 
majorly contributed schemes follow as: 
3.1 A 16-BIT KEY PARITY METHOD 
In this scheme, the output parity bits of each transformation 
in every round are predicted from the inputs. Then, the 
comparisons between the predicted and the actual parities 
(obtained using the actual parity block or predetermined 
parity block) can be scheduled so that the desired error 
coverage is obtained. Since the 128 bit input is represented in 
4X4 matrix 16 parity bits corresponding to each 1 byte are 
compared which is presented in [3] and [12]. It has drawback 
that requires two blocks of 256 x 9 memory cells (S-boxes 
and parity predictions box). So it has relatively high area 
complexity for the parity predictions of MixColumns in the 
AES encryption. This is even more for Inv MixColumns in 
the AES decryption. 
3.2 REDUNDANCY-BASED TECHNIQUE    
The redundancy-based solution for implementing fault 
detection in the encryption module is based on the idea of 
performing a test decryption immediately after the encryption 
and then checking whether the original data block is 
obtained. The redundant unit fault detection scheme [4], [6] 
is used where algorithm-level, round-level, or operation-level 
fault detections are considered. The schemes pays time 
penalty either to decrypt a data block or for the comparison. 
3.3 DOUBLE TIME TRANSFORMATION TECHNIQUE 
In [5], the scheme uses same transformations twice in an AES 
round for the same data to detect the transient errors. It is time 
consuming and hence increases delay overhead. However, 
this method suffers from permanent internal faults or the 
malicious injected faults lasting for a long period.  
3.4 MULTIPLICATION-BASED SCHEME  
In [7] scheme, the result of the multiplication of the input and 
the output of the multiplicative inversion is compared with 
the predicted result of unity. 
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Figure. 2  The multiplication-based scheme for the fault detection of the 

multiplicative inversion 

Since S-box is generated by applying affine transform to 
multiplicative inverse of an input, there is no access to the 
output of the multiplicative inversion. Therefore, this scheme 
is not suitable for the S-boxes and inverse S-boxes 
implemented using lookup tables (LUTs).  

3.5 PIPELINED STRUCTURE 
Under this, pipelined distributed memories for the 
LUT-based S-boxes and inverse S-boxes are used to increase 
the design speed and the overall frequency of AES. There are 
three architecture to speed up, namely pipelining, 
subpipelining, and loop unrolling. Among these approaches, 
the subpipelined architecture can achieve maximum speed up 
and optimum speed–area ratio in non-feedback modes. 
Subpipelining inserts rows of registers among combinational 
logic not only between but also inside each round unit which 
is presented in [8].Non-LUT-based approaches can be used 
to avoid the unbreakable delay of LUTs which involve 
inversions in Galois Field, which may have high hardware 
complexities. 
 

IV. PROPOSED SYSTEM 
The proposed system detects fault while implementing a 
cipher from a plaintext for transmission and thus called 
concurrent error detection (CED). 
4.1AES ENCRYPTION 
The new fault detection structure for the AES encryption 
consist of two sets of error indication flags corresponding 
tocombined SubBytes and ShiftRows and combined 
MixColumns and AddRoundKey. A typical AES encryption 
round (except for the last round) consists of four 
transformations, and the fault detection schemes are follows. 
4.1.1 SUBBYTES AND SHIFTROWS 
In the AES encryption, the SubBytes transformation consists 
of 16 S-boxes corresponding to 16 one byte of 128 bit input. 
Let , be the error indication flag for the 
S-box with the input and the output .The output state 
of such flags can be written as 16 formulations as follows: 
 

(5) 
where  , u is obtained by 
logical OR operations of all inputs and outputs of  S-Box, i.e., 

. For input hex (a) =00 and output hex (a’) =63 of S-Box, 
u’=0 but for remaining input u’=1.And we have 

        (6)  
where M is 8 X 8 matrix 

 

and 

 
Therefore,  is presented as 

 
(7)where

 
The 128-bit output of the SubBytes transformation acts as the 
input to ShiftRow, the output state of ShiftRows is obtained 
by just shifting the state entries in its input state. Hence the 
state entries in each row remain the same but differ by 
location.Therefore, by considering the output of ShiftRows 
and equation (5), for row r and column c, the output state of 
the flags can be rewritten as 16 formulations as follows: 

(8)  
where c*= (r + c) mod 4. There by 16 error indication flags is 
generated from the output of ShiftRows for two 
transformations of SubBytes and ShiftRows together, i.e., 
one error indication flag for each byte, are obtained. This is 
shown in Fig.4. 

4.1.2 MIXCOLUMNS AND ADDROUNDKEY 
The next two transformations in a typical AES encryption 
round are MixColumns and AddRoundKey. The 
MixColumns and AddRoundKey transformations are 
constructed matrix multiplication and modulo-2 addition of 
the input state with the roundkey respectively. Here 
low-complexity fault detection scheme derived for combined 
transformation of MixColumns and AddRoundKey. 

Let and be the 

input and the roundkey input of MixColumns and 
AddRound- Key in round i, respectively. Let the output of 

AddRoundKey be .Then, the following 

holds: 
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   (9) 
where c*= (r + c) mod . This can be rewritten as 

(10) 
and each summation is over GF (28) which consists of eight 
modulo-2 additions. 

.   (11) 
And we have 

   (12) 
Therefore, 

                (13) 
Now let us introduce the four 8-bit error indication flags for 
four columns of the state as 

(14) 
In error-free situation, by using (10) all 32 bits of such flags 
in (14) must be zero, i.e. (0, 0… 0 GF ( ), 
0 . 

 
 

Figure.3 The proposed fault detection scheme for the ith round of the AES 
encryption. 

 
These 32 error indication flags can be used for these two 
combined transformations, i.e., eight error indication flags 
for each column of the state matrix as shown in Fig. 4.1. This 
error indication flags can be compressed so that n, 1 ≤ n≤32, 
error indication flags for these two transformations are 
achieved. This can be performed by ORing different 
combinations of the 32 error indication flags obtained in (14) 
as denoted by the compressor block in Fig.4. With 16 error 
indication flags by compression, greater than 99 percent of 
the errors are covered.  

The last round of the every AES encryption (10th 
round in AES-128 encryption) consists of all 
transformations, (SubBytes, ShiftRows, and AddRoundKey) 
except MixColumns transformation. Similar to all other 
rounds of the AES encryption, 16 error indication flags for 
SubBytes and ShiftRows combined can be used for the last 

encryption round. Consequently, (14) can also be used for the 
last round.  

4.1.3 FURTHER ENHANCEMENT 
The complexity of the scheme is reduced by 

modifying the structure using subexpression sharing. This 
reduces the number of logic gates utilized in obtaining two 
sets of the error indication flags to have low-complexity fault 
detection scheme of the AES encryption, as shown in Fig.5. 
This is performed by modulo-2 addition of two sets of four 
coordinates of (14) for each column, i.e., Ec = ( ec,7 , ec,6, . . . , 
ec,0)  GF(28), 0 ≤ c≤3. L e t  = (ec,4, ec,2, ec,1, ec,0) 
and =(ec,5, ec,7, ec,6, ec,3). Then, the four error indication 
flags of column c of the state are ; 0 ≤ c≤3.  
 (15)                              
One can utilize four sets of modulo-2 additions of the output 
bits of each S-box pre-computed in (7), i.e., 

and , to obtain the 
low-complexity error indication flags in (14). We use (14) to 
derive 16 low complexity signatures for the MixColumns and 
AddRound-Key transformations, i.e., four signatures for 
each column of the state matrix. This is shown in Fig. 5.This 
proposed fault detection for the MixColumns transformation 
which has 25 percent less areas overhead than the parity 
based scheme. 
In fig 5, the Common Subexpressions (CSs) unit has been 
utilized to obtain 64 common subexpressions, i.e., 4 for each 
of the 16 S-boxes in the SubBytes transformation. If any of 
the two derived sets of error indication flags are one, the error 
is detected whereas if all of them are zero then no error has 
been detected although the output can be erroneous or 
correct. The (8) utilizes the hardware implementation of (7) 
which isless 
 

 
 

Figure.4 The low-complexity fault detection scheme utilizing subexpression 
sharing. 

 
complex when the common sub expressions are used. Hence 
the Fig.5 shows less complexity compared to Fig.4. 
 
4.2 AES DECRYPTION 
The AES decryption rounds also (except for the last round) 
consist of four transformations, i.e., InvShiftRows, 
InvSubBytes, AddRoundKey, and InvMixColumns. All the 
steps is similar to encryption but in reverse manner. 
4.2.1 INV SHIFT ROWS AND INV SUB BYTES 
In the AES decryption, the 128-bit input to InvShiftRows, 
i.e., the state matrix S’ entries, is cyclically shifted to the right 
with the first row remaining unchanged. 
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where c*= |r – c|.      (16) 
According to (15), 16 error indication flags for the Inv Shift 
Rows and Inv Sub Bytes transformations are generated. 

4.2.2 ADDROUNDKEY AND INVMIXCOLUMNS 
In decryption, InvMixColumns transformation is equivalent 
to multiplying the input state with the constant output matrix. 
In the AddRoundKey transformation, the input state, i.e., S, 
is added with the roundkey input state,i.e., K. 

 
( 17) 
As in case of encryption, decryption also has three rounds in 
its last round i.e. InvMixColumns is removed. Similarly same 
(15) and (16) can be used in last round to detect fault. 
For decryption also by using subexpression sharing the area 
overhead have been reduced 64 XOR gates to 48 XOR i.e. 
reduced by25 percent. Then, the four error indication flag for 
column c of state are 

(18) 
where  = (ec,3, ec,2, ec,1, ec,0) and     = (ec,7, ec,6, ec,5, ec,4). 
The proposed scheme has less area and critical path delay 
when compared to other schemes presented for 
InvMixColumns. It requires 48 XOR gates with two XOR in 
critical path delay. Overall 25 percent area overhead and 33 
percent in critical path delay has been reduced in proposed 
scheme. 
4.3 ERROR SIMULATION 
When exactly 1 bit error appears at the output of the AES 
encryption or decryption rounds, the parity-based fault 
detection scheme is able to detect it and the error coverage 
will be 100 percent. But when there is case of multiple errors, 
the results of our simulations are valid.  

 
 

Figure.5 Simulation result for error coverage 
 
We have considered both single and multiple stuck-at errors 
for the proposed scheme. These models cover both natural 
faults and fault attacks. In our simulations, we injected errors 
in two manners, i.e., burst and random errors, and obtain the 
error coverage for these two cases: 
 
 
Burst Error:  
In this type, the errors are injected at the 128-bit output of 
only one transformation in the AES encryption /decryption. 
The errors are monitored by injecting burst errors one at a 
time up to 700,000 at the transformation outputs. The error 

coverage for the two sets of error indication flags is greater 
than 99.996 percent. 
Random errors:  
This type of errors is injected at random locations, i.e., four 
128-bit outputs of the transformations. The errors are covered 
either by one of the two series of the error indication flags.  
The increase in the number of error injected increases the 
error coverage close to 100 percent. In Fig.7, the solid and 
dashed lines represent the error coverage for the AES 
encryption and decryption, respectively. For certain AES 
implementations containing storage elements, one can use 
the error correcting code-based approach presented in [13] in 
addition to the proposed scheme in this paper to make a more 
reliable AES implementation. 
 

V. CONCLUSION  
In this paper, we have considered a structure independent 
fault detection scheme for the AES encryption and 
decryption. This can be applied for both the S-boxes and the 
inverse S-boxes using lookup tables and those utilizing logic 
gates based on composite fields.using S-boxes and inverse 
S-boxes used for both LUT and composite fields. The 
proposed scheme has been simulated and its fault coverage 
has been evaluated in detail. The proposed system is able to 
find the round and its corresponding transformation in which 
fault occurred. Thereby optimized hardware is achieved 
bymodifying the structure using subexpresssion sharing. 
Hence the reduced number of gates is required in the 
implementation of AES.The slice overheads are less than 
those for the other schemes which have the same error 
coverage. Thus, this scheme has the highest efficiencies, 
showing reasonable area and time complexity overheads. 
Hence the proposed schemes outperform the previously 
reported ones.  
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Abstract— Multidimensional Semi structured Data MSSD are 
semi structured data that Present deferent facets under 
deferent contexts i.e. alternative worlds For the representation 
of MSSD various formalisms have been proposed by the 
authors both syntactic such as MSSD expressions and MXML 
as well as graphical such as Multidimensional OEM In this 
paper we present an infrastructure for handling MSSD This 
infrastructure provides appropriate tools for building MSSD 
applications and is independent from any particular application 
that uses it We also present a graphical interface called 
MSSDesigner that provides access to the infrastructure and we 
describe OEM History an MSSD application that supports 
keeping track of temporal changes in semi structured databases 
Index Terms— SSD, OEM Graph, OEM History, MDSS Data, 
MOEM Graph..  

I. INTRODUCTION 
The nature of the Web poses a number of new problems  
While in traditional databases and information systems the 
number of users is more or less known and their background 
is to a great extent homogeneous Web users do not share the 
same background and do not apply the same conventions 
when interpreting data Such users can have deferent 
perspectives of the same entities a situation that should be 
taken into account by Web data models Those problems call 
for a way to represent information entities that manifest 
deferent facets whose contents can vary in structure and 
value Multidimensional Semistructured Data MSSD paired 
with an extension of OEM called multidimensional OEM 
have been proposed in  MSSD and MOEM incorporate ideas 
from multidimensional programming languages  and 
associate data with dimensions in order to tackle the 
aforementioned problems In MSSD variants of the same 
information entities each holding under a specific world have 
been consolidated to form multidimensional entities 
Syntactic expressions called context specifiers are associated 
to pieces of data facets of multidimensional entities and 
specify sets of worlds under which these data hold In this 
paper we present the overall architecture of an infrastructure 
that allows the management of multidimensional 
semistructured data This infrastructure can be used for the 
development of new applications and MSSD  
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tools that will be placed on top of it by providing access to a 
number of operations on MSSD We focus mainly on MOEM 
graphs that can be used to represent MSSD and we present 
MSSDesigner a graphical interface for handling MOEM 
graphs which is also a part of the infrastructure A world 
represents an environment under which data obtain a 
substance In the following definition we specify the notion of 
world using a set of parameters called dimensions. 
Definition: 1 Let D be a set of dimension names and for each 
d €  D let Vd be the domain of d, with Vd ≠0.  A world w with 
respect to D is a set whose elements are pairs( d v), where d € 
D and v €  Vd such that for every dimension name in D there 
is exactly one element in w. 
The main difference between conventional and 
multidimensional semi structured data is the in introduction 
of context specifieres. Context specifieres are syntactic 
constructs, expressing constraints on dimension values that 
are used to qualify semi structured data expressions 
(SSD-expressions) and specify sets of worlds under which 
the corresponding SSD-expressions hold. In this way it is 
possible to have at the same time variants of the same 
information entity, each holding under a different set of 
worlds. An information entity that encompasses a number of 
variants is called multidimensional entity, and its variants are 
called facets of the entity. The facets of a multidimensional 
entity may differ in value and or structure, and can in turn be 
multidimensional entities or conventional information 
entities. Each facet is associated with a context that defines 
the conditions under which the facet becomes a holding facet 
of the multidimensional entity. If a facet f of a 
multidimensional entity e holds under a world W (Or under 
every world defined by a context specifier c ) then we say that 
e evaluates to f under w (under c, respectively). 
Example1.  The use of dimensions for representing worlds is 
shown with the following three context specifiers: 
1. [time in {07:00..15:00}] 
2. [language= English, detail in {low, medium}] 
3. [Season in {fall, spring},  daytime= noon|  season= 

summer] 
In Example 1,  context specifies (a) represents the worlds for 
which the dimension time can take any value between 07:00 
and 15:00, while (b) represents the worlds for which 
language is English and detail is either low or medium. 
Context specifier (c) is more complex, and represents the 
worlds where season is either fall or spring and daytime is 
noon, together with the worlds where season is summer. 
Notice that according to Definition 1, for a set of (dimension, 
value) pairs to represent a world with respect to a set of 
dimensions D it must contain exactly one pair for each 
dimension in D Therefore if D  f language detail g with V 
language  f  English g and V detail  flow medium high g then 
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f language English detail low g is one of the six possible 
worlds with respect to D This world is represented by context 
specifier b in Example  together with the world f language 
English detail medium g . Notice that it is not necessary for a 
context specifier to contain values for every dimension in D 
Omitting a dimension implies that its value may range over 
the whole dimension domain. The context specifier is called 
universal context and represents the set of all possible worlds 
with respect to a set of dimensions D. 

2.2  MULTIDIMENSIONAL OEM 
Multidimensional Object Exchange Model (MOEM) is an 
extension of Object Exchange Model OEM suitable for 
representing multidimensional data. MOEM extends OEM 
with two new basic elements: 
Multidimensional nodes represent multidimensional entities 
and are used to group together nodes that constitute facets p 
of such entities. Graphically multidimensional nodes have a 
rectangular shape to distinguish them from conventional 
circular nodes, which are called context nodes.  
Context edges are directed labeled edges that connect 
multidimensional nodes to their facets. The label of a context 
edge pointing to a facet p is a context specifier defining the 
set of worlds under which p holds Context edges are drawn as 
thick lines to distinguish them from Conventional thin lined 
edges called entity edges. The definition of multidimensional 
data graph is given below 
Definition :2 Let C be a set of context specifiers, L be a set of 
labels and A be a set of atomic values. A multidimensional 
data graph is a finite directed edge-labeled multigraph G=( V, 
E, r, C,L,A, v) where: 
1.  The set of nodes V is partitioned into multidimensional 
nodes and context nodes V=  Vmld U Vcxt.  Context nodes 
are further divided into complex nodes and atomic nodes 
Vcxt =   Vc U  Va. 
2.  The set of edges E is partitioned into context edges and 
entity edges E=  Ecxt U Eett, such that Ecxt  Vmld  C V and 
Eett  Vc LV   
3.   r € V is the root, with the property that there exists a path 
from r to every other node in V. 
4.   v is a function that assigns values to nodes,  such that v(x) 
=  M if x € Vmld, v(x)=  C if x € Vc and v(x)=  vI (x) if x€  Va, 
where M and C are reserved values and vI is a value function 
vI: Va → A which assigns values to atomic nodes 

 
As an example consider the part of an MOEM graph in 
Figure which represents context dependent information 
about a music club. The graph is not fully developed and 
some of the atomic objects do not have values attached. The 

music club with oid &1 operates on a different address during 
the summer than the rest of the year in (Delhi it is not unusual 
for clubs to move south close to the sea in the summer period 
and north towards the city center during the rest of the year). 
Except from having a different value context objects can 
have a different structure as is the case of and which variants 
of the multidimensional object address with oid &4. The 
menu of the club is available in three languages namely 
English, French and Germen. In addition the club has a 
couple of alternative parking places, depending on the time 
of day as expressed by the dimension daytime. Two 
fundamental concepts related to multidimensional data 
graphs are the notions of explicit and inherited contexts. The 
explicit context of a context edge is the context specifier 
assigned to that edge, while the explicit context of an entity 
edge is the universal context specifier. The explicit context 
can be considered as the “true” context only within the 
boundaries of a single multidimensional entity .When entities 
are connected together in an MOEM graph, the explicit 
context of an edge is not the “true” context in the sense that it 
does not alone determine the worlds under which the 
destination node holds. The reason for this is that when an 
entity e2 is part of (pointed by through an edge) another entity 
e1 then e2 can have substance only under the worlds that e1 
has substance. This can be conceived as if the context under 
which e1 holds is inherited to e2. The notion of validity of an 
MOEM graph ensures that edges pointing to 
multidimensional nodes do not exist in vain in particular, an 
edge h leading to a node q is invalid if the inherited context of 
h has no common world with the context union of the worlds 
represented by the explicit contexts of the edges that depart 
from q.  

 

2.3 MULTIDIMENSIONAL XML  
Besides MOEM which models MSSD as a graph a notation 
for expressing MSSD has been also proposed. The notation 
extends ssd-expression  with context specifiers and is called 
mssd-expression. Another way to describe MSSD is 
Multidimensional XML (MXML)  which is an extension of 
XML that incorporates context specifiers.  In MXML 
elements and attributes may depend on a number of 
dimensions. A multidimensional element is denoted by 
preceding its name with the special symbol “©” and encloses 
one or more context elements that constitute facets of that 
multidimensional element, holding under the worlds 
specified by the corresponding context specifier. Context 
elements have the same form as conventional XML elements. 
MXML suggests a new way for designing Web pages which 
encode context dependent data. The multidimensional 
paradigm allows a single document to have a number of 
variants each holding under a specific world. Information in 
such a document is encoded in MXML. An MXML 
document may be associated with a Multidimensional XSL 
style sheet MXSL in short containing instructions on how to 
present information in XML documents An MXSL style 
sheet encodes a set of conventional XSL style sheets each 
being the facet of the MXSL under a specific world For each 
possible world the holding XSL is applied to the holding 
XML to give the view of the information under that world. 
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III. ARCHITECTURE OF AN MSSD INFRASTRUCTURE 
An MSSD infrastructure is a set of tools and processes that 
create manipulate and query MSSD and are used directly or 
by applications that need the support of an MSSD 
framework. This section presents such an infrastructure for 
manipulating multidimensional semistructured data which 
can also be used for implementing additional tools and 
applications. The infrastructure consists of the following 
components described in Figure2. 

 
 

 
MOEM Graph consists of the main memory data structures 
which actually hold graph representations of MSSD.  
Multidimensional Data Manager (MDM) is responsible 
for managing MOEM graphs. It comprises a set of modules 
that allow the creation maintenance and querying of 
multidimensional semistructured data various modules of 
MDM can be accessed through graphical user interfaces 
offered by the Manager GUI. 

 
Manager GUI comprises a number of user interfaces, 
which provide access to various functions of MDM, like 
MOEM graph creation and maintenance, and MOEM 
graph querying. MOEM graph creation and maintenance 
can be performed through MSSDesigner.  
 

 
 

Figure.3.A Sample Image of MSSDesigner 
 

Repository is the physical storage medium that supports the 
MDM needs for loading and saving MSSD and MOEM 
graph representations. Note that a number of formats able to 
represent semistructured data can be used when storing 
MOEM in files. At this moment, mssd-expressions, MXML 
and native format expressions are supported. Manager API 
aims at providing an application programming interface for 

new applications that will need to use the functionality of the 
system. This module enables applications to use the existing 
infrastructure by issuing commands in an especially made 
script like language. However an application can directly use 
the MDM as is the case of OEM History.  
Multidimensional Data Manager MDM is the most 
important component It comprises a set of utility processes 
which appear inside a box placed at the bottom of MDM in 
Figure  and are accessible to all other MDM modules Those 
utility processes are explained below 
MSSD-Expressions The grammar of mssd-expressions is 
given in Extended Backus-Naur Form EBNF.  Here we give 
as an example the mssd- expression that describes the address 
object with oid &4 in Figure 1. 
&4 ([ seasonsummer]: 
&10{zipcode:&11,street:&2, city:&14 “ Delhi”}, [season in 
{fall, winter, spring}]: &15 { city: &14,street: &13})  
MXML Representations MXML has been defined in the 
following MXML extract describes the same address object 
as the above mssd- expressions example: 

<@address> 
[season= summer] 

<address> 
<zipcode>…</ zipcode> 
<street>…</ street> 
<city id=”c1”> Delhi <city> 

</address> 
 

[season in {fall, winter, spring}] 
<address> 
<city idref=”c1” /> Delhi <city> 
<street>…</ street> 
</address> 

  [/] 
</@address> 

4.4 MOEM REDUCTION MODULE 
This module is responsible for two jobs:  
(a) Reduction of a MOEM graph to a conventional OEM 

graph holding under a specific world, and  
(b) Partial reduction of a MOEM graph to another MOEM 

graph holding under a set of worlds. Reduction to OEM 
Given a specific world it is always possible to reduce an 
MOEM graph to a conventional OEM graph holding 
under that world. By specifying different worlds, the 
same MOEM can be reduced to different OEMs. The 
graph to be reduced must be context deterministic i.e for 
every multidimensional entity in the graph the context 
specifiers of that entity must be mutually exclusive. This 
ensures that two different facets of a multidimensional 
entity cannot hold under the same world. A procedure 
which performs reduction to OEM is presented below, 
and it is based on the idea that inherited contexts identify 
the parts of the graph that do not hold under a world. 

The facet of an MOEM graph G under a world w, is an OEM 
graph Gw that holds under w Given a world w expressed as a 
context specifier cw, the graph Gw can be obtained from G 
through the following process: 
Procedure reduce to OEM (G, cw Gw)  is Gw 
Step1:  Remove every node and edge with cw∩ic = 0c, where 
ic gives the inherited context of the node or edge respectively. 
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Step2:  For every entity edge ( p, l, m1) with m1 a 
multidimensional node, follow the path of consecutive 
context edges (m1, c1,m2)…, (mn, cn, q), n ≥1, until no more 
context edges can be followed. Then if q is a context node 
add a new entity edge(p, l, q ) in the set of entity edges. 
Step3: Remove all multidimensional nodes. Remove all 
edges departing from or leading to the removed nodes. 
 

   
 

Figure.4 The OEM instance, holding under the world w, of the MOEM graph 
in Figure1. 

Partial Reduction Partial reduction is in fact a 
generalization of the procedure reduce- to- OEM given 
above. In partial reduction a context specifier that represents 
a set of world’s nearly more than one world is given. The 
MOEM graph is reduced to a new MOEM graph containing 
only the nodes and edges that hold under any of the specified 
worlds. In order to obtain the reduced MOEM graph the 
inherited context of nodes and edges is used, and a process 
similar to step1 of reduce- to- OEM is performed. 

5.MSSDESIGNER 
MSSDesigner is a graphical interface (part of the Manager 
GUI) that gives access to the functionality of MDM. A 
sample image of MSSDesigner Displaying a simple graph 
about a multidimensional music club is depicted in Figure4. 
MSSDesigner employs a multi document interface (MDI) 
where each document- frame corresponds to a data graph. All 
the operations performed by the various control buttons of 
the application, have effect to the currently focused frame. 
Through MSSDesigner it is possible to import a graph from 
an MSSD expression or MXML representation, and export a 
graph to one of those formats.  

CONCLUSION 
In this paper we proposed an architecture for manipulating 
MSSD that can be used as an infrastructure for the 
development of new MSSD tools and applications We 
showed the capabilities of this infrastructure and we 
presented MSSDesigner a graphical user interface for 
designing MOEM graphs that is a part of the GUI of this 
infrastructure Furthermore we explained how a new 
application can exploit this functionality and aims at 
accommodating temporal changes in semi structured 
databases. We believe that MOEM has a lot of potential and 
can be used in a variety of edges among which in information 
integration for modeling objects whose value or structure 
vary according to sources in digital libraries for representing 
metadata that conform to similar formats in representing 

geographical information where possible dimensions could 
be scale and theme. 
 

 
 

Figure.5 The Database after the insertion of new employee at d = 20 
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Abstract— Focal Cortical Dysplasia (FCD) is the most 

frequent malformation of cortical development in patients with 
medically intractable epilepsy. In this paper, following brief 
introduction to the FCD, the chronology of its detection method 
is comprehensively surveyed. Next, the various techniques for 
detection of FCD are studied separately and their important 
factor and parameters are summarized in comparative table. It 
is the purpose of this paper to present an overview of previous 
and present conditions of the detection of FCD as well as its 
challenges. Accordingly, the importance, characteristics and the 
different approaches are discussed and analyses of these 
methods are evaluated. 
Index Terms— Focal Cortical Dysplasia (FCD), MRI, 
Gray-White Matter, Texture Analysis, Morphological 
operations. 
 

I. INTRODUCTION 
Focal Cortical Dysplasia, a malformation caused by 
abnormalities of cortical development has been increasingly 
recognized as an important cause of medically intractable 
focal epilepsy. FCD was described as a pathologic entity first 
in 1971 by Taylor et al. FCD lesions are characterized on T1 
weighted MRI by cortical thickening, blurring of GM/WM 
interface, and hyper intensity signal with respect to the rest of 
the cortex. Small FCD lesions are difficult to distinguish 
from non-lesional cortex and remain overlooked on 
radiological MRI inspection. Magnetic Resonance Imaging 
(MRI) plays a pivotal role in the presurgical evaluation of 
patients. MRI is currently the noninvasive method of choice 
for the in vivo diagnosis of FCD. Although MRI has allowed 
the detection of FCD in an increased number of patients, 
standard radiological evaluation fails to identify lesions in a 
large number of cases due to their small lesions and 
complexity of the cortex convolution [1]. 
Detecting the FCD, as epileptogenic lesion and consequently 
the decision about epilepsy surgery can never rely on one 
diagnostic tool alone. However, with respect only to brain 
imaging, MRI seems to be very important. In many patients, 
lesions of FCD are characterized by minor structural 
abnormalities that go unrecognized or are too subtle to be 
detected by standard radiological analysis. Using 
Quantitative  
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methods, only few studies have been dedicated to the 
automatic detection of FCD and to the evaluation of 
structural  
changes too subtle can be detected by visual inspection. Niels 
K.Focke et al [2] presented a novel technique that uses 
standard clinical T2 FLAIR scans to automatically detect  
FCDs. Leonardo Bonilha et al [3]; their work suggests that 
VBM (Voxel-Based Morphometry) can detect GMC excess 
in patients with FCD. The detection of FCD consists of 
several steps namely: preprocessing, enhancement, 
segmentation, feature extraction, and detection. After the 
detailed study of the previous research works on MRI brain 
images to detect the FCD, the various steps referred in the 
following figure Fig1, have to be proposed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure.1 Proposed FCD detection 
 
The rest of this paper is organized as follows: In section2, the 
overview of methodologies and technical details of previous 
work is described (i) Preprocessing: morphological 
operations are used; tissue classification is done. (ii) Image 
Enhancement: calculated the gray level intensity, smoothing 
and noise removal is done, and the threshold value is used to 
identify the lesion. (iii) Image Segmentation: segmenting the 
cortical tissues: WM, GM, and CSF. (iv) Feature extraction: 
calculating the color, texture, shape, and spatial relationship 
within the segmented model. DWT (Discrete Wavelet 
Transform) is used. (v) Detection of FCD: Automated 
classifier is used to identify FCD; MRI Characteristics of 
FCD are used to differentiate lesions from normal tissues. 
Finally, the conclusions are given in section3. 
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II. METHODOLOGY 
A. PREPROCESSING 
The aim of preprocessing is to process the images in raw 
form and obtain images suitable for detection of FCD. All 3D 
MRI images are corrected for identifying non-uniformity, 
intensity standardization, automatic registration, automatic 
tissue classification, and Brain Extraction. Morphological 
operations such as dilation, erosion are used for removing the 
scalp and lipid layers. Cerebellum was also removed.  
In 2002, Jan Kassubek, Hans-Jurgen Huppertz, et al.,[4] in 
their work based on using the SPM segmentation algorithm 
the gray matter was automatically segmented and the 
resulting gray matter was smoothed by using the fixed 
Gaussian kernel . Finally they represented the gray-matter 
density maps. 
In 2005, Andy Khai Siang Eow [5] have proposed the 
different input modalities were considered for a particular 
patient and the tissue classification is done by considering the 
isotropic patient- specific head model. 
In 2006, O. Colliot, T. Mansi et al [6] they used the Brain 
Extraction Tool (BET, Smith, 2002) for intensity 
non-uniformity and intensity standardization, automatic 
registration into a common stereotaxic space. For classifying 
the brain tissue in GM, WM and CSF the histogram method is 
used. 
In 2009, Jeny Rajan, K.Kannan et al., [7] their work was 
based on the median voxel-wise intensity were normalized 
and morphological operations such as dilation, erosion and 
connected component analysis were used for removing the 
scalp and lipid layers from brain MR images.  Reducing the 
false positives cerebellum was removed. The intensity 
threshold between gray and white matter was automatically 
determined by using the Gaussian curves. The white matter 
and CSF was removed from the segmented image. 
In 2009, Rajeshwaran Logeswaran [8] has proposed to 
eliminate the background and artifacts by using the low-field 
MRI brain images in various regions. For identifying the 
WM, GM, ventricle, skull, etc., the Selection and 
Segmentation process were used and finally the MRI brain 
abnormalities were detected and labeled. 
In 2009, April Khademi, Anastasios Venetsanopoulos, Alan 
Moody [9] have discussed to extract the entire brain region 
from FLAIR images various algorithms were required i.e. 
Global thresholding, Otsu thresholding, k-means clustering, 
active contours without edges and the BET tool were all 
unsuccessful. Firstly they applied a threshold value and then 
the absolute value was taken. Secondly, by applying a 
nonlinear mapping function they separated the intensity 
value (WML) from the outer head tissues. A k-means 
clustering is used to classify the regions and connected 
component analysis is used to find the largest region, which 
is the brain with WML included. 

B. IMAGE ENHANCEMENT 
The image enhancement is to improve the interoperability or 
perception of information in images for human viewers, or to 
provide ‘better’ input for other automated image processing 
techniques. Various noise and contrast with different 
percentages are generated. Noise level acquisition 
parameters have to be segmented. Threshold value is used to 
correctly identify the lesions. 
In 2002, Jun Yang and Sung-Cheng Huang et al [10], work 
based on evaluation of different MRI segmentation 

approaches, the noise level of MR images varies with 
acquisition parameters including slice thickness, pixel size, 
field of view etc., An adaptive Gaussian noise distribution is 
assumed. Various noises with different percentages of signal 
power are generated using a Gaussian distribution random 
number generator and added to the simulated MR images. 
In 2003, Andrea Bernasconi et al [11], their work proposed 
on advanced MRI for detection of FCD, to model the blurring 
of GM/WM transition, we calculated the absolute gradient of 
gray level intensities, a first-order texture feature. To model 
the hyper intense signal within the FCD on T1-weighted 
images, we developed and calculated the absolute difference 
between the intensity of a given voxel and the intensity at the 
boundary between GM and WM, defined using a histogram. 
To maximize the visibility of FCD lesions, a ratio map was 
generated. 
In 2008, Pierre Besson, Olivier Colliot, Alan Evans et al [12], 
their work based on the automatic detection of FCD using 
surface-based features, the blurred WM/GM interface was 
modeled by applying a gradient operator on the MR image. 
The gradient magnitude was then interpolated at each vertex 
of the inner cortical surface to obtain the gradient surface 
map. The lesional probability maps obtained from the 
classifier were binarized by thresholding them at the best 
trade-off between detection rate and amount of false 
positives (FP). Using this threshold, the classifier correctly 
identified the lesion in 17/19 (89%) patients. 
In 2008, Shan Shen, Andre J. Szameitat, and Annette Sterr 
[13], their work proposed on detection of infarct lesions from 
single MRI modality, the fuzzy memberships for each cluster 
are smoothed with a Gaussian kernel of 4mm to increase 
connectivity among neighboring voxels. Next, the 
inconsistency between the fuzzy memberships and the 
sampled and smoothed prior probability maps are calculated. 
In 2009, Jeny Rajan, K.Kannan et al., [7] in their work based 
on FCD lesion analysis with Complex Diffusion Approach, 
the reason for selecting non-linear complex diffusion is that 
intra region smoothing will occur before inter region 
smoothing. So FCD and non-FCD areas in gray matter will 
defuse separately. The contrast between FCD areas and 
non-FCD areas will increase in the real plane after complex 
diffusion. The imaginary part of complex diffusion is almost 
equal to Laplacian of Gaussian (LOG), in which the borders 
will be highlighted. When the real part of the complex 
diffusion is divided with imaginary part, all the smooth areas 
in the gray matter will also get enhanced. 

C. IMAGE SEGMENTATION 
Image segmentation plays a crucial role in many medical 
imaging applications by automating or facilitating the 
delineation of anatomical structures and other regions of 
interest. Segmenting the structures or objects in an image is 
of great importance in a variety of applications including 
medical image processing, computer vision and pattern 
recognition. Different methods are applied to cortical tissues: 
WM, GM, and CSF. 
In 1995, Simon Warfield, Joachim Dengler, Joachim Zaers, 
Charles R.G. Guttmann et al [14], they proposed the 
Automatic Identification of Grey Matter Structures from 
MRI to improve the Segmentation of White Matter Lesions, 
they developed a new algorithm for the development of the 
cortex. They have developed a segmentation method that 
uses the positive features of both statistical classification and 
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elastic matching methods to overcome the limitations. Elastic 
matching provides robust and accurate localization of these 
structures. This allows for improved segmentation of white 
matter lesions. A parzen window classifier is used to segment 
the volume into brain and non-brain classes. Intensity-based 
statistical classification and intensity in homogeneity 
correction are calculated simultaneously using the 
Expectation-Maximization (EM) segmentation algorithm. 
In 2004, Faguo Yang, Tianzi Jiang, Wanlin Zhu, and Frithjof 
Kruggel [15], on their work based on developed novel and 
effective white matter lesion segmentation algorithm from 
volumetric MR images, their method is based on T1 and T2 
image volumes. Firstly, we analyze those T1 slices, which 
have corresponding T2 slices. The segmented lesions in these 
slices provide location, shape and intensity statistical 
information for processing other neighboring T1 slices 
without corresponding T2 slices. This prior information is 
used to initialize a discrete contour model in the segmentation 
of the remaining T1-weighted slices. 
In 2005, Jing Yang, Hemant D. Tagare, Lawrence H. Staib, 
James S. Duncan et al [16]., they proposed a level set based 
deformable model for the segmentation of multiple objects 
from 3D medical images using shape prior constraints. Their 
approach to multiple objects segmentation is based on a MAP 
estimation framework using level set based prior information 
of the objects in the image. We evaluate this level set 
distribution model by comparing it with the traditional point 
distribution model [4] using the Chi-square test. For our 
experiments, the mean distances show improvement in all 
these cases comparing with/without the level set based prior: 
average left and right ventricles, sub-cortical structures, 
amygdala and hippocampus.  
In 2006, O. Colliot, PhD; T. Mansi, MSc; N. Bernasconi, 
MD, PhD et al [6], this paper presents a method for 
segmenting FCD lesions on T1-weighted MRI, based on two 
successive deformable models. The first deformable model is 
driven by feature maps representing known characteristics of 
FCD and aims at separating lesions from healthy tissues. The 
second evolution step expands the result of the first stage 
towards the underlying and overlying cortical boundaries, 
throughout the whole cortical section, in order to better cover 
the full extent of the lesion. 
In 2007, Elsa D. Angelini, Ting Song, Brett D.Mensh, and 
Andrew F. Laine [17] presents Brain MRI Segmentation with 
Multiphase Minimal Partitioning: A Comparative study, the 
four segmentation methods that were applied to ten brains 
T1-weighted MRI for segmentation of cortical tissues: white 
matter (WM), gray matter (GM), and cerebrospinal fluid 
(CSF). Segmentation errors are reported with comparison to 
manual labeling. The segmentation methods are intensity 
thresholding, fuzzy connectedness, Hidden Markov random 
field-expectation Maximization, and Multiphase 
three-dimensional level set. Addressing the in homogeneity 
issue, all four segmentation methods tested and perform a 
partitioning of the volumetric data into three tissue classes 
and a background relying on a strong assumption of tissue 
homogeneity for WM, GM, and CSF. Comparison to three 
other segmentation methods was performed with individual 
assessment of segmentation performance, statistical 
comparison of the performance, and evaluation of the 
statistical difference between the methods. 
In 2008, Jacobus F. A. Jansen, PhD, Marielle C. G. 
Vlooswijk, MD et al[18], proposed on White Matter Lesions 

with Localization-Related Epilepsy, the performance of an 
automated WML detection algorithm, based on intensity 
thresholding, , a WML volume is calculated by collecting the 
hyper intense voxels after counting the number of voxels 
exceeding a predefined threshold of intensity, and K-Nearest 
Neighbor classification to segment GM, CSF, and WM, 
artificial neural networks, and fuzzy connected algorithms. 
WML were segmented from normal tissue by defining a 
global cut-off threshold on the images. These methods use 
only a single global intensity threshold to segment the WML 
for the whole brain or for each slice of the brain images. 

D. FEATURE EXTRACTION 
When the input data to an algorithm is too large to be 
processed and it is suspected to be notoriously redundant 
(much data, but not much information) then the input data 
will be transformed into a reduced representation set of 
features (also named features vector). Transforming the input 
data into the set of features is called feature extraction. To 
detect the lesion, GM, WM, and hyperintensity signal were 
extracted from MR images. The recent research works based 
on combination of different feature extraction and 
classification tools. 
In 2003, Mohammad-Reza Siadat, Hamid Soltanian-Zadeh et 
al [19] presents the development of a human brain 
multi-modality database for surgical candidacy 
determination in temporal lobe epilepsy. The focus of the 
paper is on content-based image management, navigation and 
retrieval. The visual feature extraction module includes a set 
of applications each of which calculates a visual feature (e.g., 
color, texture, shape, and spatial relationship) within the 
segmented model and in a proper image modality. There are a 
variety of features such as volume, surface area, intensity 
mean-value and standard deviation, length, width, and 
principal vectors that are often of interest. These features are 
calculated once the segmented model is built. Using the 
extracted features, the classification module decides if the 
image set is going to be retrieved (on-line procedure). The 
result of classification is sent to the query module for further 
analysis and display to user. The clustering module performs 
the procedure of unsupervised indexing based on a portion of 
the extracted features. 
In 2003, Marius George Linguraru, Miguel Ángel González 
Ballester, Nicholas Ayache [20] they presented a method of 
feature extraction for brain morphological studies. Using 
phase congruency, the detection results are not sensitive to 
image intensity and overcome common difficulties in brain 
imaging, such as the presence of a bias field. The method 
outperforms thresholding and gradient-based segmentation 
approaches and provides a good localization of features. 
Future applications of the method will focus on the detection 
of evolving tumors and multiple sclerosis lesions from 
temporal sequences of MR images. Sulci will be detected as 
structures with minimal temporal variations, in order to 
remove false positives. 
In 2003, R. Tetzlaf, C. Niederhofer, P. Fischer [21], proposed 
the bioelectrical activity of a human brain in epilepsy would 
be analyzed using a Cellular Neural Network - Universal 
Machine (CNN-UM) proposed by Roska. Therefore a feature 
extraction method based on binary input-output patterns and 
Boolean CNN with linear weight functions called pattern 
detection algorithm is used. The treatment is focused on two 
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types of pattern occurrence that are defined as follows: 1. A 
binary pattem occurs only once before a seizure and never 
occurs in any other recording. 2. A binary pattern occurs 
frequently in all recordings of brain electrical activity never 
exceeding a maximum distance of N data segments between 
two occurrences. This distance is much smaller than the 
distance between the last occurrence of the pattern and the 
seizure onset. 
In 2008, Madhubanti Maitra, Amitava Chatterjee, and 
Fumitoshi Matsuno [22] their present work proposed a 
method that uses an improved version of orthogonal discrete 
wavelet transform (DWT) for feature extraction, called 
Slantlet Transform, which can especially be useful to provide 
superior time localization with simultaneous achievement of 
shorter supports for the filters. The feature extraction from 
MR brain images can be carried out utilizing several popular 
signal/image analysis methods already available, e.g. 
independent component analysis, Fourier transform based 
techniques, wavelet transform based techniques etc. The 
discrete wavelet transform (DWT) is particularly useful for 
signal/image processing in the fields of de-noising, 
compression, estimation etc. An excellent classification ratio 
of 100% could be achieved for a set of benchmark MR brain 
images, which is significantly better than the results reported 
in a recent research work employing combination of different 
feature extraction and classification tools e.g. Wavelet 
Transform, Neural Networks and SVM. 
In 2008, Felipe P.G. Bergo, Alexandre X. Falcao et al [23] 
have proposed the FCD segmentation using texture 
asymmetry of MR-T1 images of the brain. Their method 
works on volumetric MR-T1 images interpolated to an 
isotropic voxel size of 1.0mm3, and comprises the feature 
extraction, for each voxel p within the brain; we extract a 
16×16 planar texture patch T1 (p) tangent to the brain’s 
curvature (as computed by the CR) and centered at p. The 
gradient vector of the CR distance transform at the voxel’s 
location provides the surface normal. We also extract a 
symmetric patch T2 (p), located at the reflection of T1 (p) by 
the MSP. The patch size was chosen  
experimentally. Smaller patch sizes did not provide good 
classification results, while larger patch sizes led to similar 
results with higher computational cost. For each patch we 
compute 6 features: sharpness (h), entropy, homogeneity, 
contrast, intensity mean (µ) and intensity standard deviation 
(σ). All features are scaled to fit within the [0, 1] interval. 

E. DETECTION OF FCD 
FCD detection, a challenging and clinically valuable task that 
has not been addressed previously. We have to include the 
features from morphometric characteristics to the small 
lesions. While many techniques are being developed to detect 
FCD lesions from MR images. In most of the methods 
thickness map along with gradient techniques are used to 
compute FCD areas. The proposed method discusses the 
present conditions of the detection of FCD. 
In 2002, Montenegro M.A, Li LM, Guerreiro MM, Guerreiro 
CA, Cendes F. [24], their work is based on FCD: Improving 
Diagnosis and Localization with Magnetic Resonance 
Imaging Multiplanar and Curvilinear Reconstruction, The 
diagnosis of FCD was based on the neuroimaging findings 
after a three step evaluation, always in the same order: (a) 
plain MRI films, (b) MPR, and (c) CR. For data analysis, we 

first assessed the contribution of the additional findings of 
MPR analysis compared with the results of the evaluation 
using only plain. MRI films, as is usually done in  
routine practice. Second, we assessed the contribution of CR 
to the findings of plain. 
In 2003, S. B. Antel1, N. Bernasconi, L. D. Collins et al [25], 
their work is based on an automated classifier to identify 
focal cortical dysplasia in patients with epilepsy was 
developed. The classifier was trained on 3D maps of 
first-order statistical and morphological models based on 
MRI characteristics of focal cortical dysplasia and 3D 
second-order maps constructed from second order texture 
analysis. A Bayesian classifier was trained on the maps of the 
first-order statistical and morphological models and three 
second order texture features to classify voxels within a T1 
volume as CSF, GM, WM, GM/WM interface, GM/CSF 
interface, or lesional. The results of the classifier were 
compared to standard visual evaluation of presurgical MRI. 
Finally, they conclude strength of the classifier is its 
consideration of first- and second-order information from the 
T1-weighted MRI volume.  
In 2006, O. Colliot_, T. Mansi, N. Bernasconi, V. Naessens 
et al [6], their work is based on a level set driven by MR 
features of focal cortical dysplasia for lesion segmentation. A 
method to segment FCD lesions on T1-weighted MRI, based 
on a 3D deformable model, implemented using the level set 
framework. Three MRI features drive the deformable model: 
cortical thickness, relative intensity and gradient. These 
features correspond to the visual characteristics of FCD and 
allow differentiating lesions from normal tissues. The 
proposed method was tested on 18 patients with FCD and its 
performance was quantitatively evaluated by comparison 
with the manual tracings of two trained raters. The validation 
showed that the similarity between the level set segmentation 
and the manual labels is similar to the agreement between the 
two human raters. This new approach may become a useful 
tool for the presurgical evaluation of patients with intractable 
epilepsy.  
In 2006, Olivier Colliot, Samson B. Antel, Veronique B. 
Naessens et al [26], have proposed FCD on high-resolution 
MRI with computational models, On MRI, focal cortical 
dysplasia (FCD) is characterized by a combination of 
increased cortical thickness, hyper intense signal within the 
dysplastic lesion, and blurred transition between gray and 
white matter (GM–WM). Their methods are a set of 
voxel-wise operators was applied to high resolution 3D 
T1-weighted MRI in 23 patients with histological proven 
FCD and 39 healthy controls, creating maps of GM 
thickness, maps of relative intensity highlighting areas with 
hyper intense signal, and maps of gradient magnitude 
modeling the GM–WM transition Moreover, in all patients, 
the FCD lesion had at least two of these three characteristics. 
In 2008, Christian Loyek, Friedrich G. Woermann and Tim 
W. Nattkemper [27], their work based on detection of FCD 
lesions in MRI using textural features, Focal Cortical 
Dysplasia is a frequent cause of medically refractory partial 
epilepsy. The visual identification of FCD lesions on 
magnetic resonance images (MRI) is a challenging task in 
standard radiological analysis. Quantitative image analysis, 
which tries to assist in the diagnosis of FCD lesions, is an 
active field of research. In this work we investigate the 
potential of different texture features, in order to explore to 
what extent they are suitable for detecting lesional tissue. The 
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results can show first promising results based on 
segmentation and texture classification. 
 

III. COMPARISIONS AND DISCUSSIONS 
In 1999, Yun Jang applied Gaussian distribution random 
number generator method for segmenting the MRI brain 
images and resulted with the detection rate of 77%. In 2003, 
Andrea Bernasconi proposed the MRI analysis methods for 
detection of FCD using the absolute gradient of gray level 
intensity based enhancement produces 87.5% detection rate. 
In 2006, O. Calliot got 75% detection rate by presented a 
method of preprocessing for intensity non-uniformity, 
intensity standardization and feature-based deformable 
model is used for segmentation of FCD lesions on MRI using 
level set evolution. In the same year, they proposed the Brain 
Extraction Tool for classifying the brain tissue by using 
histogram method, feature-based deformable model for 
segmenting the brain tissue, measuring the MRI image 
cortical thickness and relative intensity gradient value and 
finally, they got 70% detection rate. Again the same year, 
T.Mansi proposed preprocessing methods for intensity 
non-uniformity, intensity standardization and Gradient 
Vector Flow, automated histogram based segmentation 
methods which produced 75% accuracy. In 2007, Elsa D. 
Angelini proposed brain MRI segmentation with multiphase 
minimal partitioning: A comparative study. They got 86.7% 
detection rate by applying the segmentation methods are 
intensity threshold, fuzzy connectedness, Hidden Markov 
random field-expectation Maximization, and Multiphase 
three-dimensional level set. In 2008, Madhubanti Maitra 
proposed an improved version of orthogonal discrete wavelet 
transform (DWT) for feature extraction and results reported 
as 97% detection rate. In the same year, Felipe P.G. Bergo 
proposed the methods are intensity standard deviation, 
intensity mean, and gradient vector for detecting the FCD in 
MRI brain images which produced 94% detection rate. In 
2009, Rajeshwaran Logeswaran got 80% by applied the 
dynamic histogram analysis for preprocessing and identified 
the brain tissue for segmentation. 

IV. CONCLUSION 
In this paper, the various techniques for detection of FCD is 
studied and presented. Also, a table is presented to 
summarize the previous research methods and their results 
studied. Using 3D MRI brain images for the detection of 
FCD, the maximum detection rate is 98%. In this case the 
FCD was identified by applying Surface-Based segmentation 
and blurred WM/GM segmentation using threshold 
classifier. Next 97% of detection rate was obtained by 
applying Fourier transform based feature extraction 
techniques, wavelet transform based feature extraction 
technique. For 3D MRI brain images the FCD detection rate 
is increased by combining both texture and morphological 
analysis. 
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Abstract— The Internet is a huge collection of data.  To get the 
appropriate information from it, using a search engine is the 
most effective way.  Many Search Engines were introduced 
since 1990.  In this paper we present a brief study on search 
engines.  First, we present the definition of search engine, types 
of search engines and the general working process of a search 
engine.  Then we give an example for the working process with 
a description of the Google search engine architecture. Later, 
we present a short description of the next generation search 
engines.  Then we present comparisons among some major 
search engines. 
Index Terms— Internet; Search Engine; working; architecture. 

I. INTRODUCTION 
Access to various types of information is necessary these 
days.  The World Wide Web (WWW) contains a lot of web 
pages.  To search for the information necessary for us from 
that huge collection of web pages, using a Search Engine will 
provide with efficient results.  Many web pages in the WWW 
contain inappropriate information.  This is due to the 
inappropriate naming and unnecessary highlighting of the 
content of web pages by their web masters.  This raises the 
need of a search engine.  Using a good Search Engine will 
filter out the necessary and relevant information needed by 
the user. 
This paper presents an overview on the search engines. In the 
second section of this paper, we present the definition of 
search engine and we describe the types of search engines in 
the third section. We describe the general working of a search 
engine in the fourth section and present an example for it in 
the fifth section by explaining the Google search engine 
architecture.  In the sixth section we present a brief 
explanation on the next generation search engines and in the 
seventh section we present comparisons among some major 
search engines.  
    

II. DEFINITION OF SEARCH ENGINE 
Definition 1: Search Engine is a program which searches the 
database, gathers and reports the information which contains 
the specified or related terms. 
Definition 2: The term Search Engine [11] refers to the 
process of searching files using the key words specified.  The 
key words found are returned and collated into the user 
information. 

 
III.TYPES OF SEARCH ENGINES 

Search Engines are of four types[6].  They are  
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A. Crawler based Search Engines 
Crawler based search engines contain three parts.  The first 
part is the ‘Crawler’ (bot or robot or spider).  It is used to 
wander the web and create listings of web pages.  The second 
part is the ‘Index’, which is a huge collection of copies of 
web pages and the third part is the ‘Search Engine Software’ 
which ranks the results.  Because the crawler in this engine 
searches the web constantly, it provides updated information. 
Google, Live Search, Ask and most other search engines are 
crawler based. 
B.    Human Powered Directories 
Human powered directories are search engines which depend 
on humans for their web page listings.  These types of search 
engines get their listings of web pages from the submissions 
made by the respective web page masters.  The submission 
contains the address, title and a brief description of the site.  
Later, the submission is reviewed by editors.  A directory 
searches for results only from the page descriptions 
submitted to it.  This is an advantage because, as the pages are 
submitted manually, the quality of the content will be better 
and more appropriate compared to the results retrieved by a 
crawler based search engine.  But, the disadvantage is, any 
change made to an already submitted web page will not be 
updated until it is submitted again.  Also, the ranking of pages 
can’t be changed once ranking is done.  Yahoo, dmoz and 
Galaxy are some examples. 
C.   Hybrid Search Engines 
Hybrid search engines include the features of crawler based 
search engines and human powered directories.  Currently, 
some search engines are using both features to provide 
effective results.  MSN, Google and Yahoo are some 
examples. 
D.  Meta Search Engines 
Meta search engines fetch results from other search engines.  
The fetched results are combined and ranked again according 
to their relevancy.  These search engines were useful when 
each search engine had a significantly unique index and 
search engines were less savvy.  Because the search has 
improved a lot, the need for these has reduced.  MetaCrawler 
and MSN Search are some examples. 

IV. WORKING OF SEARCH ENGINE 
The working [3], [4], [5] of Search Engine involves three 
basic tasks.  They are, 
A. Searching the WWW and collecting the pages.  
B. Keeping the index of the words they find and where they 
were found. 
C. Allowing users to search for words or a combination of 
them from the index by using efficient software.   
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These tasks are performed by the three parts of a search 
engine. They are, 
1) Crawler 
2) Index 
3) Search Engine Software. 
The working of a search engine is shown in the Fig.1. 
A.    Searching theWWW and collecting the pages 
Definition of Computer Robot, Spider or Crawler:    
Computer Robots [10] are programs, which automate 
repetitive tasks at speeds impossible to be done by humans.  
The term ‘bot’ on the internet implies anything which 
interfaces with the user or collects data. 
To present the result pages for a query a search engine must   
search and collect it.  To find the web page from the millions 
of web pages present, search engines use the software robots 
called ‘Crawlers or Spiders’.  They build lists of words found 
in the web pages.  This process of building lists is called 
‘Web Crawling’.  A lot of pages must be traced to collect a 
useful list of words. 
A spider chooses a list of heavily used servers and popular 
web pages as its starting point.  It then begins with a popular 
web site, indexes the words present in it and also follows 
every other link present in that page.  In this way, it quickly 
starts to travel spreading across widely used parts of the 
Internet. 
The crawler carefully chooses at each step about which page 
to index.  Some policies were introduced to guide the 
crawler.  They are 
1. Selection policy: Selection policy states which pages to 

download.  
2. Revisit policy: Revisit policy states when to check for 

changes in web pages. 
3. Politeness policy: Politeness policy states how to avoid 

overloading of web sites. 
4. Parallelization policy: Parallelization policy states how 

to coordinate the different web crawlers distributed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure1. Working of a Search Engine 
 

B.   Keeping an index of the words they find and where they    
       were found.Before describing this task, we give a brief 
       explanation on Meta Tags.   
Definition of Meta Tags:  Meta Tags[7] allow a web page’s 
owner to mention key words and concepts under which his 

page will be indexed.  They guide a search engine in 
choosing appropriate meaning for a word from the several 
possible.  
But, over reliance on meta tags leads to pages with popular 
topics, but which have very less or irrelevant content.  To 
compensate this, the crawlers correlate the meta tags with the 
page content.  They reject the meta tags which don’t match 
with the words in the page.   
After collecting the information, it must be stored in a way 
useful to the user.  The stored data is encoded by the search 
engines to save the storage space.  Two important 
components are present in making the collected data 
accessible to the user.  They are mentioned below. 

1. The information stored with the data 
A search engine can store only the word and URL (Universal 
Resource Locator).  This is a simple way of storage.  In this 
case, the results cannot be ranked for their relevancy.  To 
provide relevant results, weights can be assigned to the words 
based on their locations in the page. 
2. The method by which the information is indexed 

2. . Indexing of words is made to allow the information to be 
accessed as fast as possible.  An effective way is to use a 
Hash table for indexing. In the Hash table indexing we apply 
a formula for attaching a numerical value to the words. The 
formula used must evenly distribute all the entries. 
In a dictionary, more pages will be present for the words 
starting with the letter‘s’ than for the letter ‘z’.  So, the time to 
search for a word starting with‘s’ is more, compared with the 
time taken to search for a word starting with‘z’.  Hashing 
evens out such differences.  It also reduces the average search 
time for an entry.  The hash table will contain the hashed 
values and pointers to the actual data.  Hence, using efficient 
indexing and effective storage methods provide quick and 
better results for complicated queries also. 

C  C. Providing results by using efficient search engine software 
The third task is performed using search engine software.  
This software sifts through the results and ranks them 
according to their relevancy.  Some basic principles are 
followed by all search engines to determine the relevancy of 
results.  They are, 
• Principle 1: The location of key words in a web page is a 

factor for determining the relevancy.  The pages 
containing the search term in its HTML (Hyper Text 
Markup Language) tag, at the beginning of the page, in 
the links or subheadings and meta tags are more relevant. 

• Principle 2: Frequency of key words in the page is another 
factor for determining the relevancy.  The page with 
more occurrences of a search term is said to be more 
relevant.  

Each search engine has its own method for assigning 
weights.  Because of this, for the same query, different search 
engines provide differently ordered results.    

1. Off Page Factors 

Off Page Factors[10] are also used to rank web pages. They do 
not depend on the content of the page. They are 

• Factor 1: Look of the web page. 

Search engines infer a lot about the content of a page with a 
look of the page.  Sophisticated techniques exist to find 
artificial, fake and useless links and remove them. 
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• Factor 2: Click Through Measurement.  
This determines the behavior of the user in relation to what 
results they choose while searching. 
   

V.  THE GOOGLE SEARCH ENGINE ARCHITECTURE 
In the Google search engine[1],[2], the three tasks of a search 
engine are performed as follows.  The Google Architecture is 
shown in Fig. 2. 
 
A. Searching the WWW and collecting the pages  

The first task is performed using several distributed crawlers.  
The URL Server will send the lists of URLs to be fetched to 
the crawlers.  The fetched web pages are sent to the Store 
Server.  The Store Server compresses the web pages and 
stores them in a repository.  Each web page is assigned a 
‘docID’.  It is assigned each time a new url is parsed out of a 
page.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                          Figure.2  The High Level Google Architecture 
 
B. Keeping an index of the words they find and where they 
were found. 

In Google, Indexing is done by the Indexer and 
Sorter.  The Indexer reads the repository to uncompress the 
documents.  It then parses the documents.  Every document is 
converted into a set of word occurrences which are referred 
to as ‘Hits’.  The Hits contains the words, their position in the 
document, their font size and capitalization.  These hits are 
distributed by the Indexer into a set of Barrels, thus creating a 
partially sorted forward index.  The Indexer also parses out 
the links in all web pages and stores the key information 
about them in ‘Anchors’ file. 

The URL Resolver reads the Anchors file, converts 
relative URLs into absolute URLs which are then converted 
into docIDs.  It also puts the anchor text into the forward 
index according to their docIDs.  It generates a database of 
links which are used to compute page ranks of all documents.   
The Sorter takes the Barrels which are sorted by docIDs.  
These are resorted according to their wordIDs to create the 

inverted index.  The Sorter produces a list of wordIDs and 
also offsets into the inverted index. 

C. Providing results by using efficient search engine 
software. 

The Dump Lexicon program takes the list generated by 
Sorter along with the lexicon generated by the Indexer.  It 
then produces the lexicon which is used by the Searcher.  The 
Searcher is run by a web server.  It uses the lexicon built by 
the Dump Lexicon program, inverted index and page ranks to 
efficiently answer the queries. 

VI. NEXT GENERATION SEARCH ENGINES 

The next generation search engines are referred to as 
Peer-to-Peer Search engines.  They employ major types of 
discovery methods which are mentioned below.   

• Selective forwarding systems. 

• Flooding broadcast of queries. 

• Centralized indexes and repositories. 

• Decentralized hash table networks. 

• Distributed indexes and repositories. 

• Relevance driven network crawlers. 

The Peer-to-Peer search implementation has two models. 
They are 

A. Centralized server-client model. 

B. Decentralized model. 

A. Centralized server-client model. 

The Centralized server-client model[9] contains a single, 
centralized server.  It contains a directory of the shared files 
which are stored on the computers of users in the network.  
When a user searches for some file, the central server creates 
a list of files from its database of files which belong to users 
currently connected to the network.  The server displays that 
list of files to the user.  After the user chooses the file, a direct 
connection is setup with individual computers which contain 
that file at that moment.  Opennap, kazaa and eDonkey are 
examples of Centralized server-client models. 

Advantages 

• The single, centralized index locates files quickly and                
efficiently. 

• The search requests are sent to all clients who have          
logged in to the network.  So, the search will be as          
through as possible. 

Disadvantages 

• The centralized server results in a single point of failure. 
• As the centralized index is updated only periodically, the 

client may receive outdated information. 
 

B. Decentralized model. 

Decentralization of the network is made so that each peer can 
communicate as an equal to all the other peers.  The 
Decentralized model[8] will not be having a single, central 
server.  This model can be explained as follows.   
Let there be some peers a, b, c, d, e, f etc., Whenever a peer 
‘a’ enters the decentralized network, it connects to another 
peer ‘b’ to announce that it is alive.  The peer ‘b’ announces 
to all other peers to which it is connected about the peer ‘a’ 
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being
 alive.  The other peers c, d, e, f etc., repeat this pattern.  After 
‘a’ announces that it is alive, it can send search requests to 
‘b’.  ‘b’ will pass this request to c, d, e, f etc.,  If ‘c’ has a copy 
of the file requested by ‘a’, ‘c’ sends a reply to ‘b’.  ‘b’ passes 
this reply back to ‘a’.  ‘a’ then opens a direct connection to ‘c’ 
and downloads the file.  This scenario allows for an infinite 
network.  In practice, a time to live (TTL) is used to limit the 
number of nodes reached by a request.  Gnutella, mnet, 
freenet and gnunet are examples of Decentralized model. 
 
Advantages 

• The problem of a single point of failure is eliminated. 

• The network is harder to shutdown. 

Disadvantages 

• Searching is slower in a decentralized network. 

• Because of the TTL, the request for a file can’t reach 
   the node which will be having the file needed. 
 

VII COMPARISON OF SEARCH ENGINES 

In this section, we present comparisons among some major 
search engines based on some factors [12], which make a 
search engine provide satisfactory results.  The results of the 
comparisons are presented in the below table, Table I. 

 
TABLE I   COMPARISONS OF MAJOR SEARCH ENGINES 
 

 AltaVista Yahoo Google Ask Teoma MSN Search Bing 

Links to a 
URL 

No Yes Yes No No No No 

Languages 
provided 

All or 
English 

41 languages 
 

44 languages 
 

6 languages 
 

10 Languages  38 Languages 41 
languag
es 
 

Similar 
pages 

No No Yes No No No No 

Boolean 
and Phrase 
search 

Yes Yes Yes Yes Yes Yes Yes 

News and 
Multimedia 
search 

Yes Yes           Yes Yes No Yes Yes 

Stemming No Yes Yes No No Yes No 

Other 
databases 
provided 

Yes Yes Yes Yes No Yes Yes 

Word in 
URL 

Yes Yes Yes Yes Yes Yes Yes 

Search by 
File Type 

Yes Yes Yes Yes No Yes Yes 

Truncation Yes Yes No Yes No Yes Yes 

Grouping 
and Sorting 
Results 

No Yes Yes No Only 
Grouping of 
results 

Yes Yes 

Domain 
Search 

Yes Yes Yes Yes Yes Yes Yes 

Thumbnails 
of results 

No No Yes Yes No No Yes 

Personalize No Yes Yes Yes No No Yes 

Date Limit 
Search 

Yes Yes Yes Yes Yes No No 
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VIII  CONCLUSIONS 
Concluding this paper, using a Search Engine is obviously 
good to gather the necessary information.  Many search 
engines have been developed to provide the best results for 
users. The present day search engines provide a variety of 
results like geographic search, domain search, 
personalization etc., but, they are unable to present 
satisfactory results for scientists, analysts, research students 
etc. To compensate this, the Peer-to-Peer search engines are 
being developed, which are referred to as the next generation 
search engines.  The Peer-to-Peer search engines use the 
major searching techniques like flooding broadcast of 
queries, selective forwarding of queries, relevance driven 
network crawlers etc.,  They also use scalable and 
self-organizing algorithms and data structures and the results 
provided by them will be more quick and efficient compared 
to the present day search engines. 
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